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An Automatic Breast Tumor Detection and Classification
including Automatic Tumor Volume Estimation Using Deep
Learning Technique
Prinda Labcharoenwongs*, Suteera Vonganansup, Orawan Chunhapran,
Duangjai Noolek,TongjaiYampaka

Abstract

Objective: This study aims to develop automatic breast tumor detection and classification including automatic tumor
volume estimation using deep learning techniques based on computerized analysis of breast ultrasound images. When
the skill levels of the radiologists and image quality are important to detect and diagnose the tumor using handheld
ultrasound, the ability of this approach tends to assist the radiologist's decision for breast cancer diagnosis. Material
and Methods: Breast ultrasound images were provided by the Department of Radiology ofThammasat University and
Queen Sirikit Center of Breast Cancer of Thailand. The dataset consists of655 images including 445 benign and 210
malignant. Several data augmentation methods including blur, flip vertical, flip horizontal, and noise have been applied
to increase the training and testing dataset. The tumor detection, localization, and classification were performed by
drawing the appropriate bounding box around it using YOL07 architecture based on deep learning techniques. Then,
the automatic tumor volume estimation was performed using a simple pixel per metric technique. Result: The model
demonstrated excellent tumor detection performance with a confidence score of 0.95. In addition, the model yielded
satisfactory predictions on the test sets, with a lesion classification accuracy of 95.07%, a sensitivity of 94.97%, a
specificity of 95.24%, a PPV of 97.42%, and an NPV of 90.91%. Conclusion: An automatic breast tumor detection
and classification including automatic tumor volume estimation using deep learning technique yielded satisfactory
predictions in distinguishing benign from malignant breast lesions. Inaddition, automatic tumor volume estimation was
performed. Our approach could be integrated into the conventional breast ultrasound machine to assist the radiologist'S
decision for breast cancer diagnosis.

Keywords: Deep learning- ultrasonography- breast cancer diagnosis- artificial intelligence

Asian Pac JCancer Prev; 24 (3),1081-1088

Introduction

The new cases of breast cancer is increasing every
years (Siegel et aI., 2022). When early detection of
breast cancer is an effective method to decrease the
morality rate, ultrasound is used to detect and diagnose
breast lesions when abnormalities are identified by other
imaging modalities or on palpation (Kornecki, 2011).
In addition, the ultrasound (US) had a higher sensitivity
and diagnostic accuracy (Shen et aI., 2015). When
the handheld ultrasound is used, the skill levels of the
radiologists and image quality are importance to detect
and diagnose the tumor (Komatsu et al., 2021). Therefore,
computerized analysis of breast images has been widely
introduced to increase the efficiency breast screening
using a computer system to help radiologists detect and
diagnose abnormalities (Jiang et aI., 1999; Giger, 2000).

In recent years, artificial intelligence (AI) using
deep learning methods has applied in medical fields.
For instance, the detection of tuberculosis on chest
radiographs, detection and diagnosis of lung nodules
on chest CT, and segmentation of brain tumor on MRI
were success using deep learning methods (Budd et al.,
2021 ; Akkus et al., 2017; Lakhani and Sundaram, 2017).
Furthermore, deep learning has proven useful in the field
of automatic breast ultrasound (ABUS).

According to the state-of-the-art of ABUS for the
detection and segmentation oftumors in BUS images was
reviews. Kumar et a!., (2018) proposed a segmentation
method based on an ensemble often U-Net networks to
reduce the uncertainty of finding the minima associated
with the random initialization of each network. This
method achieved an Fl-score (F1s) of 0.82. You Only
Look Once (yOLO) network and Single Shot MultiBox

Department of Computer Science, Faculty of Business Administration and Information Technology, Rajamangala University of
Technology Iawan-Ok, Thailand. "For Correspondence: prinda labtiirmuuo.ac.th
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Detector (SSD) are commonlyused for real-time object
detection. In the experiments, the SSD model obtained
the highest Fl s score of 0.79. Chiao et al. (2019) used an
extensionof the Faster R-CNN for tumor segmentation.
TheirmodelcalledTheMaskR-cNN modelobtainedan
IntersectionoverUnion (loU) ofO.75.Amiri et al. (2020)
developed a two-stage segmentation method based on
the U-Net architecture.This method attainedFls = 0.86
and FI=0.80 with and without test time augmentation
procedure,respectively.TheDense skipU-Net (DsUnet)
network that was proposed by Cui et al. (2020) is a
segmentationapproachthat is basedon theU-Netmodel.
From the experiments, the results show that the DsUnet
model reachedFl s = 0.86.

Accordingto our survey,many studies are successful
inbreastultrasounddetectionand segmentation.However,
noonestudyproposedautomatictumorvolumeestimation.
Therefore, this study aims to develop automatic breast
tumor detection and classification including automatic
tumor volume estimationusing deep learningtechnique.
The ability of the model tends to assist the radiologist's
decision for breast cancer diagnosis.

Materials and Methods

Materials
Breast ultrasound images were provided by the

Departmentof RadiologyofThammasat Universityand
Queen Sirikit Center of Breast Cancer of Thailand. The
dataset consists of 655 images including 445 benign
and 210 malignant. The dataset consists of 655 images
including445 benign and210malignant.Figure 1shows
some example images from our experimentdataset.
Ifa dataset is very small, may still not be enough for

a given problem. The accuracy of deep learningmodels
largely depends on the quality, quantity, and contextual
meaning of training data. However, data scarcity is one
of the mostcommonchallengesinbuildingdeep learning
models. In production use cases, collecting such data
can be costly and time-consuming.Hence, several data
augmentation methods including blur, flip vertical, flip
horizontal, and noise have been applied to improve the
classification performance. Table 1 Data augmentation
techniques were used in this study. In addition, table
2 shows the original sample size compared with the
augmentationsample size.

Methods
Deep learning for object detection and classification

Deep learning for object detection involves not only
recognizing and classifying every object in an image,
but localizing each one by drawing the appropriate
boundingbox around it. This technique is extendedfrom
traditional computer vision and image classification.In
recent years, many model architectureswere successful
approaches to object detection such as R-CNN, Faster
R-CNN, and YOLO (Redmon et aI., 2016, Ren et aI.,
2017,andVirasovaet a1., 2021).Realtimeobjectdetection
advanceswiththe releaseofYOLO.YOLOv7infersfaster
andwith greater accuracy than its previousversions (i.e.
YOLOv5),pushingthe state of the art in object detection
1082 Asian PacificJournal of CancerPrevention, Vol24

to new heights. These features are combined and mixed
in the neck, and then they are passed along to the head of
the networkYOLOpredicts the locations and classes of
objects aroundwhich boundingboxes shouldbe drawn.

Figure2 showsthe trainingprocess.First,inputimages
were fed to the convolution layer based on YOLOv7
architecture.This process iterativelytraineduntil archive
the best model performance. Second, the model tries
to localizing each tumor by drawing the appropriate
bounding box around it. Third, the tumor volume was
estimated from the size of minimum bounding box.
Finally, detected object classify the tumor in benign or
malignant.Once a deep learningmodel has been trained,
it can be used tomake predictionsabout new data.To do
this,we passthe newdata throughthe networkandusethe
output of the final layer tomake our predictions.

The object detector is responsible for identifying
which pixels in an image belong to an object, and the
regressor is responsible for predictingthe coordinatesof
the bounding box around that object. The output of the
object detectorwill typically be a set of bounding boxes
aroundthedetectedobjects,alongwitha confidencescore
for each boundingbox.

The regressor is then trainedon these boundingboxes
to learn how to predict the coordinates of the tightest
possible bounding box around an object. After both the
object detector and regressorhave been trained, they can
be combinedintoa singlemodelthat canbe usedto detect
and localize objects in new images.

Performance Evaluation
The model evaluation such as precision, recall, and

accuracywere used to evaluate the model performance.
The calculation types of the metrics are shown in
Equations (1}-{3),where TP, FN, FP, 1N represent the
number of true positives, false negatives, false positives
and true negatives.

TP
precision =

TP+FP

TP

(1)

recall =
TP+FN

TP + TN
Accuracy = TP + FP + TN + FN

(2)

(3)

Intersectionover Union (JoU)was used to quantifies
the degree of overlap between two boxes. In the case
of object detection and segmentation, IoU evaluates the
overlapof GroundTruthandPrediction region that helps
the model measure the correctness of a prediction. Fig x
shows the example to understand how loU is calculated.

Figure 3 showed that the predicted box of model (a)
has more overlapwith the GroundTruth as compared to
model (b). However,model (c)has an evenhigheroverlap
with the ground truth. But it also has a high overlapwith
the background.It is clear that model (b) and (c) notj ust
about matching the Ground Truth, but how closely the
predictionmatches the GroundTruth.

Twoboundingboxesover iterationwerecomparedfor
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all the detectedobjectsusingthe IntersectionoverUnion pixels per inch.Weknowthat 1inch is equal to 2.54 em,
(loU) as follow: So, there are 96 pixelsper 2.54 cm.Than 1pixel= (2.54

/96) cm. Finally,there are 0.026458333centimeters in a
pixel. Figure 5 show the tumor volume size.Area of Intersection

IoU = --------Area of Union

Tn addition, Recall (RE), and the mAP.An Average
Precision (AP) formallypresents in:

N

AP = ~LP(k)llr(k)
k=l

WheretheP(k) refers to the precisionat a specifically
giventhreshold k, and !!.r(k)as the shift in the Recall.For
multiple object detection, the mAP calculates the mean
of all APfor each category as follow:

N

mAP = 2:_" Ap· (6)NL 1
i=l

Volume measurement
This section explains how to extract the boxes from

the raw image and measures the object size. In yolo, a
bounding box is represented by four values [x_center,
y_center, width, height]. Thex_center andy_center arethe
normalizedcoordinatesof thecenterofthe boundingbox.
Tomake coordinatesnormalized,we takepixel valuesof
x andy, which marks the center of the bounding box on
the x-axis and y-axis. Then we divide the value of x by
thewidth ofthe imageand value ofy by the heightof the
image.Thewidth and height represent the width and the
height of the bounding box. When the object pixel was
found. the pixel densitywas used to estimatedthe object
size. Figure 4 shows the volumemeasurementprocess.

Assuming the pixel density is 96 dpi, there are 96

5px

(a)

preprocessed

hori.zomal

(b)

(4)

System integration
Integrationof various systems of medicine provides

the best available therapeutic care to the patient without
undue delay, making way for a better prognosis. In
recent years, new approaches for existing diseases or
newly emerging diseases are thought out. However,
developingnew software, new tools, or new systems is
time-consuming and costly. Instead of developing new
systems,this studyproposedanautomaticbreastdetection
and classification including automatic tumor volume
estimationthat could be integrated into the conventional
breastultrasoundmachine.Theproposedsystemis shown
in Figure 6.

(5)

Results

Data augmentation result
Inthis section,wepresentthecomparativeclassification

performance of two approach (original dataset and
augmentationdataset) usingAImodels as summarizedin
Table3 The quantitativecomparisonof precision, recall,
and accuracywere estimatedover the testing dataset.

Theoriginalbreastultrasounddatasetachieveda lesion
classificationa precisionof 0.92, a recall of 0.84, and an
accuracy of 0.88. The effectiveness of the model was
evaluated from the two classes,with a precision of 0.89,
a recall of 0.85, and an accuracyof 0.86 from the benign
class.Moreover,themalignantclassachievedhigherthan
the benignclass,with a precisionof 0.95, a recall of 0.86,
and an accuracy of 0.87.

preprocessed

vertical

(c)

0%

10%

(d)

Figure 1.ExampleBreast UltrasoundUsing AugmentationTechniquesIncluding (a) blur 5px, (b) flip horizontal, (c)
flip vertical, and noise 10%
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Figure 2. The Process ofIterative ObjectDetection and Classification.

Table 1. DataAugmentationTechniqueshave beenUsed
in This Study.

Table 2. The Sample Size of Each Class that has been
Used in This Study

Technique Facility Dataset Original Augmentation
Blur 5px Benign 445 1,335
Noise 5% Malignant 210 630
Flip vertical 1800 Total 655 1,965
Flip horizontal 1800

The results from data augmentationtend to improve
themodelperformance.All classesclassificationachieved
a precision of 0.97, a recall of 0.89, and an accuracy
of 0.95. The effectiveness of the model was evaluated
from the two classes, with a precision of 0.94, a recall
of 0.88, and an accuracy of 0.93 from the benign class.
Moreover,the malignant class achieved higher than the
benign class, with a precision of 1, a recall of 0.89, and
an accuracy of 0.95.

The empiricalresults showedthat data augmentation
is useful in improving the performances and outcomes
of ABUS models. It could reduce the cost of the data
collectionprocessby transformingnew syntheticimages
for image classification.

RoI extraction and bounding-box regression results
The lesiondetectioninABUSusuallyusesabounding

box to describe the spatial location of the tumor. The
boundingbox isrectangular,whichisdeterminedbythe x
andy coordinatesof the upper-leftcomer of the rectangle
and the such coordinates of the lower-right corner.
Another commonly used bounding box representation
is the (x,y)-axis coordinatesof the boundingbox center,
and the width and height of the box. Figure 7 shows the
results of Rol extractionusing minimumboundingbox.

In addition, the mAP compares the ground-truth
boundingbox to the detectedbox and returnsa score.The
higherthe scorerepresentsthemoreaccuratethemodel in
itsdetections.Figure8 showsthemeanAveragePrecision
or mAP score by taking the mean AP over all classes
and/or overall IoU thresholds. The result show that the

Figure 3. There are ThreeModels- a, b, and c, Trained to Predict Tumor. An imagewas passed through the models
where trained model already know the Ground Truth (marked in red). The image shows predictions of the models
(marked in yellow).

1084 Asian Pacific Journal a/Cancer Prevention, Vol24
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Table3. The ComparativeClassificationPerformanceofTwoApproach(OriginalDataset andAugmentationDataset)
UsingAIModels
Class Original dataset Augmentation dataset

Precision Recall Accuracy Precision Recall Accuracy

Benign 0.89 0.85 0.89 0.94 0.88 0.93

Malignant 0.95 0.86 0.87 0.89 0.89

All classes 0.92 0.84 0.88 0.97 0.89 0.95

Figure 4. The TumorVolumewas Estimated. First, the
minimum bounding box was detected the tumor. Then,
the black pixels were automatic measured the tumor
volume instead of manually.

mAP@0.5score achieve0.95,while themAP@0.5-0.95
achieve 0.75.

Tumor prediction
The confusion matrices of the model for predicting

breast cancer with the test set is shown in Figure 9.
The ABUS model achieved a high performance in
distinguishingbenignfrommalignantbreastlesionswhen
appliedto the breastUS imagesof the test set.Themodel
achieved a lesion classification accuracy of 95.07%, a
sensitivity of 94.97%, a specificityof 95.24%, a PPV of
97.42%,and an NPV of90.91% (Table3).

Table 4. The Model Performance Evaluation in
Sensitivity,Specificity,Positive andNegative Predictive
Value as well as accuracy are expressed as percentages,
confidence intervals for sensitivity, specificity and
accuracy are "exact" Clopper-Pearson confidence
intervals.
Statistic Value 95%CT

Sensitivity 94.97% 90.95% to 97.56%

Specificity 95.24% 89.24% to 98.44%

Positive Predictive Value (*) 97.42% 94.14% to 98.89%

Negative Predictive Value (*) 90.91% 84.51% to 94.82%

Accuracy (*) 95.07% 91.99% to 97.21%

Tumor volume estimation
In previous experiment results, this study illustrated

the important results for cropping the tumor using
boundingbox coordinatesin a top-left, top-right,bottom
right, andbottom-leftarrangement.Thissectionillustrated
the computation results in the size of tumor. The ABUS
model can measure the size of tumor in an image using
a simple "pixels per metric" techniquewhich describes
the numberofpixels that can "fit" into a givennumberof
inches,millimeters,meters, etc.

Discussion

This paper proposes artificial intelligencemodel that
not only automatically detect the breast tumor lesions
but also classify the breast tumor in benign or malignant
followby the tumor volumemeasurementusingeffective
deep learning technique. The breast ultrasound images
were used for model training and testing. When the

,--------------------~, ,
\[5,10,48,50] :
Ix_min, y_min, width,

height I
I
I
I
I
I,

,~--------------------"

Volume = 48px*50px
=0.5 em

,--------------------~~6,8,38,40] ,
I
:x_min, y_min, width,
height
I
:Volume = 38px*40px
I
I =OJ em
I
I\ ,,---------------------,

Figure 5. The Tumor Volumeswere Estimated from Minimum Bounding Box Coordinator.The coordinatorswere
calculatedthe object pixel followedby convert the pixel to centimeter.
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ABUS SystemI Ultrasound Machine
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Figure 6. The Proposed Integrated System.First, the physician used the main ultrasoundmachine. Then, the breast
ultrasound image was real-time streamed to the ABUS detection and classification system that was embedded in
embeddeddevices.

quantity and diversity of data are important factors in
the effectiveness of most machine learningmodels (e.g.
deep learningneuralnetworkmodels),dataaugmentation
has been used in this study to enhance the amount of

data producing synthetic data from existing data. Our
experiment results showed the augmentation dataset
tend to improve the model performance. This result is
consistentwith previous papers (Han et aI., 2017, Zheng

Figure7.TheResultsofRoI ExtractionUsingaMinimumBoundingBox, illwhichtheOrangeBoxesaretheRectangle
that Detectedthe MalignantTumor,and the Blue Boxesare the Rectanglethat Detectedthe BenignTumor.
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Figure 8. The MeanAveragePrecision ormAP Score is Calculated by Takingthe MeanAP OverAll Classes and/or
Overall IoUThresholds,mAP@0.5 is calculated for an IoU threshold of 0.5, while mAP@0.5-0.95 is calculated for
an IoU threshold from0.5 to 0.95.
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Figure 9. The ConfusionMatricesof the Model in Distinguishingbenign and MalignantBreast Lesionswith the Test
Set.

et aI., 2020, Jiang M, 2021).They concluded that a large
dataset of US breast images showedexcellentdiagnostic
performancein the diagnosisof breast cancer.

The model effectively extracts Rols in the US
images using YOL07 deep learning architecture. The
Rols obtained by selective model can investigate the
featuresoflesion for the furtherclassification.Themodel
yielded satisfactory detections on the test sets, with the
mAP@O.5 score of 0.95, and the mAP@0.5-0.95 of
0.75. These results are consistent with Yujie Li et aI,
(2022) study. They proposed BUSNet that showed the
performancefor thebreastUS imagesusingthe backbone
network for the classificationof Rols and boundingbox
regression. As same as the G'omez-Flores et aI, (2020)
study, the well-established CNN models have been
developed by the computer vision community for the
automatic segmentation of BUS images using semantic
segmentation.

The diagnostic performances using ABUS were

discussed. The model yielded satisfactory predictions
on the test sets, with a lesion classificationaccuracy of
95.07%,a sensitivityof 94.97%,a specificityof95.24%,
a PPVof97.42%, and anNPVof90.91%. Thediagnostic
performanceof ourmodelwas similarto previouspapers
onAImethodsforbreastUSanalysis(KimKE et aI.,2020,
WanKWet aI., 2021, and Boumaraf Set aI., 2011). In
recent years,many new techniques have been developed
to compensate for the deficiencies of conventional US
(Yampaka and Chongstitvatana, 2020). In particular,
automatic breast detection and classification including
automatic tumor volume estimation using artificial
intelligencecan provide a second opinion or supportive
decision and significantly improve the efficiency and
effectivenessof the radiologists' diagnosis (Chan et al.,
2020).

In summary,this study proposed an automatic breast
tumor detection and classification including automatic
tumor volume estimation for US images. In addition,

Asian PacificJournal of CancerPrevention, Vol24 1087



Scimaqo Journal & C%ntry Rcll1k

also developed by scimago: 'illi ','(L' 1'.:;-1' ,~L '-(ANKIf\, ,:;

Enter Journal Title, ISSN or Publisher Name

Home Journal Rankings Country Rankings Viz Tools Help About Us

Submit Your Paper

Open Access Impact Factor journals. Quick Processing. Submit YO\

Dove Medical Press Learn

Asian Pacific Journal of Cancer Prevention (3

COUNTRY SUBJECTAREAAND CATEGORY PUBLISHER H-INDEX

-r u. d

Biochemistry, Genetics and
Molecular Biology

Cancer Research

Asian Pacific Organization
for Cancer Prevention 87Thailand

Medicine
Epidemiology
Oncology
Public Health,
Environmental and
Occupational Health

PUBLICATIONTYPE ISSN COVERAGE INFORMATION

Journals 15137368 2000-2022 Homepage

How to publish in this
journal

rmosavi@yahoo.com

SCOPE

Cancer is a very complex disease. While many aspects of carcinoge-nesis and oncogenesis are known, cancer control and
prevention at the community level is however still in its infancy. Much more work needs to be done and many more steps need
to be taken before effective strategies are developed. The multidisciplinary approaches and efforts to understand and control
cancer in an effective and efficient manner, require highly trained scientists in all branches of the cancer sciences, from cellular
and molecular aspects to patient care and palliation. The Asia Pacific Organization for Cancer Prevention (APOCP) and its
official publication, the Asia Pacific Journal of Cancer Prevention (APJCP), have served the community of cancer scientists very
well and intends to continue to serve in this capacity to the best of its abilities. One of the objectives of the APOCP is to provide



all relevant and current scientific information on the whole spectrum of cancer sciences. They aim to do this by providing a
forum for communication and propagation of original and innovative research findings that have relevance to understanding the
etiology, progression, treatment, and survival of patients, through their joumal. The APJCP with its distinguished, diverse, and
Asia-wide team of editors, reviewers, and readers, ensure the highest standards of research communication within the cancer
sciences community across Asia as well as globally. The APJCP publishes original research results under the following
categories: -Epidemiology, detection and screening. -Cellular research and bio-markers. -Identification of bio-targets and agents
with novel mechanisms of action. -Optimal clinical use of existing anti-cancer agents, including combination therapies. -
Radiation and surgery. -Palliative care. -Patient adherence, quality of life, satisfaction. -Health economic evaluations.

Q Join the conversation about this journal

~ Quartiles

FIND SIMILAR JOURNALS •

International Journal of
Cancer Management
NLD

2
Middle East Journal of
Cancer
IRN

3
Wspolczesna Onkologia

4
Cancer Control

POL USA

80% 70% 53% 521

similarity similarity similarity slmilai

SJR ~ 7 Total Documents ~

1.2 2k

0.8

lk
0.4

0 0

2001 2004 2007 2010 2013 2016 2019 2022 2000 2003 2006 2009 2012 2015 2018 2021

Total Cites Self-cites ~ I Citations per document ~



12k
35

2.86k

2.1

External Cites per Doc Cites per Doc
1.4

4

0.7

2

o
o

2000 2003 2006 2009 2012 2015 2018 2021

Citable documents Non-citable documents% International Collaboration

5k
27

18

2.5k
9

o o
2000 2003 2006 2009 2012 2015 2018 2021 2000 2003 2006 2009 2012 2015 2018 2021

Cited documents Uncited documents
~ Show this widget in

your own website
Asilln Pllclflcjournal of
Cancer Prevention

II Epidemiology

best qU<1rIiI~

SJR202Z~ ..
0.42 J ; •

5k

Just copy the code below
and paste within your html
code:

2.5k

<8 href="https:Jlwww.scimal

o Dowered by s.cimagoJ' corn

2000 2003 2006 2009 2012 2015 2018 2021

G SClmago Graphica

Explore, visually
communicate and make
sense of data with our
new data visualization
tool.

Metrics based on Scopus® data as of April 2023


