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Abstract - The COVID-19 outbreak in Thailand has severely affected students in higher education. This research, therefore,
had three significant objectives 1) to develop a model to predict the dropout rate and graduation rate of students in tertiary
education, 2) to assess the effectiveness of the prediction model, and 3) to determine the contributing factors that affect the
dropout rate and the graduation rate of students in higher education. This research highlighted the students' academic
achievement in the Bachelor of Business Administration Program in Management program at the Faculty of Business
Administration and Information Technology at the Rajamangala University of Technology Tawan-ok: Chakrabongse
Bhuvanarth Campus, Bangkok, Thailand. The data collected was 547 students in this educational program during the
academic year 2015 — 2022. It contains 14,402 transactions. The research tool used educational data mining development and
applied machine learning techniques for factor analysis. The research results found that the COVID-19 pandemic had

significant implications for the reduced graduation of students in the Business Administration Program in Management

programs. It was also found that factors related to 2 1st-century skills influenced the student’s termination.

Keywords - Academic achievement model, COVID-19, Dropout analysis, Educational data mining, Feature selection.

1. Introduction

Educational Data Mining (EDM) analytics are gaining
popularity and interest among educational and data science
researchers. It is about taking the information that most
educators ignore and analysing it with machine learning
techniques and artificial intelligence. EDM [1]-[6] is a
growing area of research in new educational technologies. It
uses the essence of data mining in education to extract useful
information about student behaviour in the learning process.
EDM has been used in a wide range of fields, such as
predicting student performance and detecting student
behaviours [2], grouping similar materials or students based
on their learning and interaction patterns [3], identifying
relationships in learner behaviour patterns, and diagnosing
student difficulties [4], identification of relationships among
student behaviours and characteristics or contextual variables
[5]. interpretation of the structure and relations in
collaborative activities and interactions with communication
tools [6], and so on. EDM has become the basis for applying
big data and machine learning techniques to improve
education quality.
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Y NC ND

The global pandemic of Coronavirus 2019 (COVID-19)
has forced many countries to close their cities. Thailand was
also affected, which caused the educational process in
Thailand to be halted. All universities and educational
institutions are compulsory and must provide instruction on
online platforms only, which affects students in many
contexts. It became an impetus for researchers to study the
impact on academic achievement of university students. The
research problem is to find the critical factors that affect the
predictive models and find suitable methods for students'
dropout and pass rates in our dataset.

As a result, the research has three primary research goals
and objectives. The first objective was to develop a
predictive model for forecasting dropout and graduation rates
of tertiary students. The second objective was to assess the
effectiveness of the predictive model, and the third objective
was to determine the factors affecting the dropout and
graduation rates of students in higher. Research tools use
data mining development processes and machine learning
techniques. It consists of Decision Tree, Random Forest,
Gradient Boosted Trees, Support Vector Machine, Feature

his is an open access article under the CC BY-NC-ND license (http:/creativecommons.org/licenses/by-nc-nd/4.0/)
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Selection techniques, a 10-fold cross-validation method, and
confusion matrix techniques. Lastly, researchers firmly
believe that knowing the factors that affect learning
achievement will motivate them to manage further and
promote quality learning.

2. Literature Reviews and Related Works
Education aims to develop learners' potential and
support learners to develop a body of knowledge for
sustainable use in their lives [30]. Although all countries and
organizations are aware of and essential to this, the problem
of non-graduation or student dropout has emerged in many
research studies [8]-[11]. The impact of dropout burdens
students and parents with the cost, waste of time, and
opportunity lost, according to research by Nuankaew [8],

[11].

The solution to dropout is to encourage learners to
continue their daily life, known as Lifelong Learning, which
has urged stakeholders to develop their organizations to
become professional [12], [13]. But their models were not
considered in the feature selection process for analysing the
factors necessary [8]- [13]. Elevating research from pure
science to cross-scientific integration has become
increasingly popular. Part of the focus is on using artificial
intelligence technologies and machine learning in
conjunction with improving the quality of education. Feature
scaling adjusted the boundary range of features' numeric data
type to be in the same range and suitable for processing.

The principal component analysis was used to reduce the
dimensionality of the data and compared multiple linear
regression and support vector regression. The result showed
that the best prediction model successfully had an accuracy
of 83.44%. The researchers found a relationship between
student behaviour attributes and academic performance [14].
Researchers applied statistical analysis and machine learning
to see the students who dropped out and did not drop out in
the first year. They used the correlation-based feature
selection method to choose the crucial features, reduce the
dimensionality of data, and minim overfitting. After,
compared the five different base classifiers and analysed the
predictive model dropout. The best result of the predictive
was achieved with the Logistic Regression. The researchers
found that they did not have an excellent only finding of
dropouts, but their model improved performance after the
first-semester result. They did not consider the differences
between the students' programs [32].

Researchers used big data to analyse and synthesize
learner behaviour and use learning achievement to design
educational program  recommendations [16], [17].
Researchers predict success or solve students dropping out
with data mining techniques [9], [10], [11], [33]. Researchers
construct learning paths and simulate student success with
machine learning techniques [12], [14].

Two critical points involved and motivated this research.
The first aspect is educational research on predicting
academic achievement. Occasionally, it is referred to as
learning achievement and academic success [19]. The main
contributions of this section aim to classify student
achievement, which occurs at all educational levels, for
example, secondary school achievement predictions,
university achievement predictions [13], [17], and analysis of
learners’ learning styles according to learning attitudes [20],
[21]. These researchers aim to develop a model for
preventing dropout among students based on factors such as
academic performance, classroom environment, time spent in
the curriculum, and context concerning the learner [22], [23].

The second aspect is to predict course achievement or
course outcomes. A large part of this research group aimed to
study learner behaviour using educational theory combined
with appropriate analysis and design to monitor learners’
learning behaviour [24]. The data used often included
classroom activity data, including pre-test scores, post-test
scores, group activity scores, midterm test scores, final exam
scores, classroom participation scores, and so on. The nature
of learner analysis is to group or cluster learners primarily to
categorize and reinforce learning to meet learners’ needs
[25]. Their information was used for consideration with a
few students, a few subjects, and not for a long time.

The previous work, coupled with the unusual situation
affected by the COVID-19 pandemic in Thailand, has
dramatically affected the students. Educational technologists
and educators were trying to study problems that reflect the
impact of COVID-19 on the Thai education system [34]. It
reinforces that learners were affected, making researchers
need to look at and research in more diverse dimensions.
That is the meaning and importance of this research.

3. Materials and Methods

The research materials and methods of this research
consist of three main parts: population and sample, research
instrument design and selection, and factor analysis and
interpretation.

3.1. Population and Sample

The research population was 547 undergraduate students
who enrolled as students in the Bachelor of Business
Administration Program in Management Program at the
Faculty of Business Administration and Information
Technology at the Rajamangala University of Technology
Tawan-ok: Chakrabongse Bhuvanarth Campus, Bangkok,
Thailand, from all students, and had academic achievement
during the academic year 2015 —2022.

3.2. Research Instrument Design and Selection

The research tool uses data mining and a machine
learning technique called CRISP-DM: A Cross-Industry
Standard Process for Data Mining. It consists of 6 parts as
follows:




Pratya Nuankaew et al. / IJETT, 71(7), 349-356, 2023

Table 1. Data collection

Academic Year
Students 2015 | 2016 | 2017 | 2018 | 2019
Status - - - - - Total
2018 | 2019 | 2020 | 2021 | 2022
Termination 9 10 4 8 8 39
Resignation S 6 2 6 4 23
Graduation 121 183 105 45 31 485
Grand Total 135 199 111 59 43 547

3.2.1. Business Understanding

The goal of Understanding Business is the study and
understanding of research problems. This business
understanding is to study the impact of the COVID-19
pandemic situation in Thailand on the education system and
the student’s academic achievement in the Bachelor of
Business Administration Program in Management Program
at the Faculty of Business Administration and Information
Technology at the Rajamangala University of Technology
Tawan-ok: Chakrabongse Bhuvanarth Campus, Bangkok
Thailand.

Basically, the researchers found that 62 students who did
not complete the course of study accounted for 11.33% of the
total students in the program.

3.2.2. Data Understanding

Understanding the data is to manage and prepare the
collection properly. The preliminary data analysis found
three statuses of students in this study program: graduation,
resignation, and termination of student status. The issue of
student resignation and student termination is known as the
“student drop-out problem” [8]. From the data gathered, the
status of students in this educational program can be
summarized as shown in Table 1.

Table 1 provides a summary of the data collected. It
found that 23 students had resigned (representing 4.20%) and
39 had terminated (representing 7.13%). It seems that only a
small number of students fail to achieve academic
achievement, but the Rajamangala University of Technology
Tawan-ok has an essential goal of ensuring that all students
achieve academic achievement. Therefore, factors that affect
learners’ learning achievements must be identified.

Table 2 shows the dropout and pass rate data collected
during the academic year 2015 — 2022. It found that the
dropout rate grew explicitly from the academic year 2018 —
2021 and 2019 — 2022 during the COVID-19 pandemic.

Table 2. Dropout rate and pass rate

Academic Year
Status | 2015- | 2016 — | 2017 - | 2018 - | 2019 -
2018 2019 2020 2021 2022
Dropout | 10.37% | 8.04% | 5.41% | 23.73% | 27.91%
Plass 89.63% | 91.96% | 94.59% | 76.27% | 72.09%
Rates

3.2.3. Data Preparation

Data preparation is the most prolonged process and aims
to prepare data for prototype development. The data provided
in this section consists of student code, educational program
code, educational program name, course code, course name,
grades for each course, grade point average (GPA), grade
mode, course unit, and student status. This process is
cleaning, transforming, and selecting data to be appropriate
for the modelling process.

The data collection consisted of 14,402 transaction
records. The data used herein is standard and is not published
to the damage to the Rajamangala University of Technology
Tawan-ok and its owners.

3.2.4. Modeling

Modelling is the process of analysing data using data
science or machine learning techniques. In this process,
machine learning techniques were applied to model students’
achievement predictions in the Bachelor of Business
Administration Program in Management Program at the
Faculty of Business Administration and Information
Technology at the Rajamangala University of Technology
Tawan-ok: Chakrabongse Bhuvanarth Campus, Bangkok,
Thailand. The tools used at this stage belong under the
category of predictive modelling, known as “supervised
learning techniques” or “classification techniques”. It
comprises Decision Tree, Random Forest, Gradient Boosted
Trees (GBT), and Support Vector Machine (SVM).

3.2.5. Evaluation

At this stage, the results analysed from the prototype
model were considered. In the case of predictive analytics
analysis, it usually uses a measure of accuracy as a criterion
for determining the appropriate model.

The current predictive model evaluation test tool uses
the 10-fold cross-validation method (90% of the data was
used for the training data, and 10% was used for the testing
data) and the Confusion-Matrix technique with seven key
indicators: accuracy, precision, recall, F-measure, the area
under the curve (AUC), sensitivity, and specificity.

The researchers determine the nature of the preparation
and divide the data for testing the prototype into two parts:
the first part is provided to develop the model called
“training dataset”. The rest were prepared to test the
prototypes that have been developed as called “testing
datasets”. After testing the model in each technique, the
prototype with the highest accuracy was selected.

3.2.6. Deployment

After analysing the data, the results must be interpreted
for easy understanding or further use. This research uses
relevant parts and elements of the model to analyse factors
affecting learning achievement.
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The technique and tool used for factor analysis is the
feature selection technique for classificatory analysis,
described in the next section.

3.3. Factor Analysis and Interpretation

Factor analysis and interpretation applied the methods
and techniques of variable selection based on data mining
techniques. It has become famous for extracting variables
and multicomponent data, known as the “wrapper approach”
[27]. In essence, there are two techniques for the wrapper
approach: forward selection and backward elimination
techniques. Both styles are the sequential selection
algorithm, which is a method that selects a feature by
considering the incrementing or decreasing attributes until an
appropriate set of attributes is obtained.

The researchers used the forward selection technique to
analyse the correlations between courses in the program and
feature selection. The result is a prototype with increased
accuracy attributes or variables that can be analysed to
optimize the prototype further.

4. Research Results

The research report focuses on research objectives which
consist of three main parts: a summary of data collection, an
overview of model development, and the factors affecting
university students' academic achievement.

4.1. A Summary of Data Collection
Research data was collected and summarized in Table 2.
What it turns out to be questioning the researchers is why the

number of graduates has declined. During the academic year
2018-2021, researchers found that 59 students graduated, 52
students (53.15 percent) decrease from the previous year.

Moreover, the graduation rate declined during the
academic year 2019-2022, with 43 graduates. However, the
Bachelor of Business Administration Program in
Management Program graduate remained at a high-quality
level with an average GPA of 2.80.

From the data collection shows the status of students in
the Bachelor of Business Administration Program in
Management Program in Table 1. Table 3 shows an overview
of the student's academic achievement. It appears that the
number of dropouts has increased, and the number of
graduates has decreased. Therefore, the factors affecting the
decrease in learning achievement should be studied.

The researchers used the forward selection technique to
consider the attributes appropriate and found five courses
from thirty-seven courses in this program. It included
C_001201, C_205200, C_231252, C_231322 and C_231350
and was an important factor for the prediction model. This
research presented predictive and analytical models for factor
selection in the following sections.

4.2. Model Development

The parameter of the forward selections model was
defined as the maximal number of ten attributes. The
parameter setting configured to the classification models in
the rapid miner studio program is shown in Table 4.

Table 3. Context of data collection

Academic Academic Achievement Results
N. of students -

Year Max Min Mean Mode Median
2015-2018 135 3.80 2.02 2.77 2.54 2.68
2016 —2019 199 3.92 2.00 2.82 2163 2.76
2017 -2020 111 3.80 2.02 2,77 2.67 2.74
2018 -2021 59 3.63 2.06 2.77 2121 2.68
2019 -2022 43 3.65 2.31 2.92 3.13 2.85

Average 547 3.92 2.00 2.80 2.67 2.74
Table 4. Parameter summary
Classifiers Parameter Setting
Criterion=gain ratio, maximal depth=10, apply pruning=true, confidence=0.5, apply prepruning=true,
DT = 2 i ; - ; : : .
minimal gain=0.01, minimal leaf size=2, minimal size for split=4, number of prepruning alternative=3
RF number of trees = 100, criterion = gain ratio, maximal depth =20, guess subset ratio = true, voting
strategy = confidence vote
GBT number of trees=50, maximal depth=10, min rows=10, min spilt improvement= 1.0E-5, learning
rate=0.01, sample rate=1.0
SVM kernel type=dot, kernel cache=200, convergence epsilon=0.001, max iterations=100000, scale=true, L
pos=1.0, L neg=1.0, epsilon=0.0, epsilon plus=0.0, epsilon minus=0.0
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ison of model analysis results
Table 5. Comparison i i
GBT
iteri RF* :
— = 9 90.97% + 2.94%
c 95.78% + 2.68% 97.73% + 1.56% 94.49% = 3.4220//0 e
: 9 . .
li“ccm:a yError 4.22% +2.68% 2.27%+1.57% 5.51% + 3.42% e
1 0.846 +0.18 0.942 £0.109 0.957 = 0.065 > .830/ e
: 5 - '
AUC 98.24% + 1.86% 98.25% + 1.81% 97.00% + 3.24% 98.600/0 ==
) ' 9 . .
P:CISII(I)n 97.17% + 2.25% 99.29% =+ 1.48% 97.20% + 4.31% = 010/0 —
= ; . %+ 1.92% 01% = 1.
8.77% + 0.85% 96.99%
- € 97.68% + 1.47% 9 .
}S: me'?su'r 97.17% + 2.25% 99.29% + 1.48% 97.20% + 4.31% 98.6?/;: = 02‘;
i1 s . 7
SenSI'ﬁci?yl 81.67% +19.95% 80.00% =+ 21.94% 63.33% = 39.13% 1.40% :
peci ? ! .
. > 5 . -
s RF = Random Forest, GBT = Gradient Boosted Trees, SVM = Support Vector Machine, and + = Standard Deviation (S.D.)

DT = Decision Tree,

The model for predicting the learning achievement .of
learners in this study was summarized into two essential
points: those who graduated and those who did not graduate
due to termination of student status. In model selection, the
researchers selected the models from the validity values,
which summarized the validity values per model by various
techniques, as shown in Table 5.

Table 5 shows that the Random Forest model has the
highest accuracy (97.73%), precision (98.25%), recall
(99.29%), F-measure (98.77%), sensitivity (99.29%), the
lowest classification error (2.27%), lower the time processing
than Gradient Boosted Trees, and the standard deviation of
the accuracy, classification error, AUC, precision, recall, F-
measure, and sensitivity values are less than in other models.
It has little diffusion, which shows the high accuracy of this
model. Although the Decision Tree uses the runtime
processing less than Random Forest, all the standard
deviation values of the Decision Tree have diffusion more
than Random Forest.

The results of the best model performance analysis have
the most recall in the graduation class and high precision for
both classes. The specificity (80.00%) has lower in the
termination class. It depends on the courses, which are
important factors for predicting the model.

4.3. A Summary of Factors Analysis -Order Heading

The final objective of the research was to identify factors
that significantly impacted student achievement, with the
analysis and simulation, and significant factors for student
termination are summarized in Table 6.

Table 6. Attribute weights of each classifier

Attribute Weight

(Course) DT RF GBT SVM
C 001201 0.145 0.220 79.235 0.042
C_205200 0.052 0.152 97.129 0.023
C 231252 0.168 0.253 15.231 -0.043
C 231322 0.350 0.177 0.159 0.008
C_231350 0.285 0.197 256.080 | -0.105

353

Table 6 shows the courses that are significant to the
student’s termination. It consists of five courses: C'_001201:
Thai Language Skills, C_205200: Enghsh_ for
Communication I, C_231252: Business System An'aly51s and
Design, C_231322: JAVA Programming in Business, and
C_231350: Database Development and Management. The
five courses influence and relate to the predictive results of
the termination and graduation groups and four classifiers.
All five subjects correspond to 21% century learner skills that
need attention to manage appropriation courses for
decreasing student termination rate and increasing graduation
rate.

5. Research Discussion

Research discussions focus on research objectives. It
was found that the model developed with the Random Forest
model was the most suitable as it had the highest accuracy
(97.73%), high precision (98.29%), high F-measure
(98.77%), the highest sensitivity (99.29%), lowest
classification error (2.27%), low the standard deviation &
1.56%) and low dispersion of data. Gradient Boosted Trees,
Random Forest, and Decision Tree models provided high
AUC values close to 1. The overall models had effectiveness
for predictive dropout and pass rates. In addition, the forward
selection to find the significantly impacted student
achievement [8], [11]. We found the correlation of grades the
course C_231252 was C and c 231322 was C+ which
affected dropout and pass rate during the COVID-19
pandemic. The Support Vector Machine model provided a
lower specificity value than other classifications. It cannot
predict in the termination class, need more data training, or
was inappropriate for this dataset, and has fewer attribute
weights than other methods. The main concern is the amount
of data on academic performance in some subjects that affect
the number of dropout students. It may not be sufficient for
the analysis during the COVID-19 pandemic.

Moreover, with the addition of feature selection
techniques, the model has increased accuracy (97.73%) and
lower classification error (2.27%), as shown in Table 5.
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Besides that, this model showed even greater efficiency
when tested with a confusion matrix. It summarizes the
significant factors for the student's termination, as shown in
Table 6.

Using data from the academic year 2015-2020 and
2018-2022, built proper models for drop-out learning
patterns. If the model uses improper amounts of data, it will
be less accurate because of less learning.

6. Conclusion

The dropout rate increase is a crucial problem in higher
education during the COVID-19 pandemic. It impacts the
number of students and pass rates of students that need to be
solved of the problem. This research has achieved all
research objectives using data mining and machine learning
techniques. The three research objectives consist of (1)
developing an academic achievement prediction model for
university students, (2) assessing an academic achievement
prediction model for university students, and (3) analysing
factors affecting the academic achievement of university
students.

The research achieved the first objective by developing a
model by comparing the accuracy, classification error, and
other elements. It was found that the most stable model was
the model developed with the Random Forest model, with
the highest accuracy, the lowest classification error, and a
low run time processing. It has tested the model’s
performance corresponding to the second objective. Courses
are factors to influence the specificity in the termination class
that impacts the number of false positives (FP) and the
specificity value. For the last objective, the research
concluded the factors that are significant for the termination
of the student status using the forward selection technique,
which consists of five courses based on attribute weight
value: C_001201: Thai Language Skills, C_205200: English
for Communication I, C_231252: Business System Analysis
and Design, C_231322: JAVA Programming in Business,
and C_231350: Database Development and Management. It
was useful to analyse students who are expected to drop out
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because of poor grades in courses, which was an important
factor that affected the dropout and pass rates of students in
programs during the COVID-19 pandemic. The program
executive committee and the instructor will plan to improve
their courses to decrease the number of student dropouts. The
researcher found the best predictive model because it
properly determined the parameter, analysed the factor, and
applied the feature selection technique appropriately.

From the conclusions and findings of the research, the
researchers can conclude that the COVID-19 pandemic in
Thailand directly impacts the Thai education system. What
was reflected was a decrease in the number of graduates, as
shown in Table I. It emerged 59 graduates (representing
10.79%) in the academic year 2018 — 2021 and 43 graduates
(representing 7.86%) in the academic year 2019 — 2022. It
was a much lower number than the previous academic year.
In addition, from the findings of the four courses related to
the termination of students, of which four skills correspond
to the skills of learners in the 21 century, educational
institutions and related personnel should be aware of and
emphasize the solution to this problem.

For future work, we plan to study the activity learning
and scores of the subjects which affect students' dropout. It is
divided before and after the COVID-19 pandemic groups to
compare the difference between students in both groups [28].
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