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Abstract— Coronavirus disease (COVID-19) has rapidly spread 

among people living in many countries. Chest radiography 

(CXR) image is an alternative diagnosis option to observe 

COVID-19. However, CXR usually requires an expert 

radiologist to distinguish the lesion from viral pneumonia and 

COVID-19 because the symptoms of COVID-19 pneumonia 

may be similar to other types of viral pneumonia. In this study, 

three different convolutional neural network based models 

(VGG19, ResNet50, and InceptionV3) have been proposed for 

the detection of coronavirus pneumonia infected patient using 

chest X-ray. In addition, this studies can potentially find the 

correlation between COVID-19 pneumonia and viral 

pneumonia using canonical correlation analysis. Considering 

the performance results obtained the best performance as an 

accuracy of 0.97, sensitivity of 0.97, specificity of 0.93, and F1-

score value of 0.97 for VGG19 pre-trained model. The 

experiment results also show that the viral lesion of Viral 

pneumonia and COVID-19 is less similarity. 

Keywords— COVID-19 classification; deep convolution 

neuron networks; canonical correlation analysis  

I. INTRODUCTION 

Coronavirus disease (COVID-19) is an infectious disease 
that spread throughout the world. Although the government is 
restrictions, flight restrictions, social distancing, and 
increasing awareness of hygiene, the virus is spread very rapid 
rate. Most of the people infected with the COVID-19 are mild 
to moderate respiratory illness, while some people are deadly 
pneumonia.  The effective screening and immediate medical 
response for the infected patients are important to treat with 
stopping the spread of COVID-19 disease. Reverse 
Transcription Polymerase chain reaction (RT-PCR) test on 
respiratory specimens is the gold standard screening method 
for testing the COVID-19 patients [1] but it is a complicated, 
laborious and time-consuming process with a positivity rate of 
only 63 %. Moreover, there has a limitation to the shortage of 
its supply that leads to delay in disease prevention efforts [2]. 
The clinical symptoms analysis is the diagnosis tools of 
COVID-19 such as epidemiological history and positive 
radiographic images (computed tomography (CT) /Chest 
radiograph (CXR)) as well as positive pathogenic testing. The 
clinical symptoms such as bronchopneumonia causing fever, 
cough, dyspnea, and respiratory failure with acute respiratory 
distress syndrome (ARDS) are characteristics of severe 
COVID-19 infection [3-6]. Although radiographic images 
(typical CXR) may help early screening of suspected cases, 

the images of various viral pneumonia are similar, and they 
overlap with other infectious and inflammatory lung diseases. 
Therefore, it is difficult for radiologists to distinguish COVID-
19 from other viral pneumonias. The automated CT image 
analysis tools to distinguish patients with coronavirus from 
viral pneumonia have been developed. Deep learning 
techniques are mostly used to reveal image features. 
Specifically, Deep Convolutional Neural Networks (DCNNs) 
has been proven extremely beneficial in feature extraction on 
chest X-Rays. However, DCNNs have some limitations in 
insufficiency of available datasets and time-consuming. 
Therefore, concept of transfer learning in deep learning 
framework was introduced by Vikash et al.[7] for the 
detection of pneumonia. For example, Residual neural 
network (ResNet) model is an improved version of the 
convolutional neural network (CNN) to prevent the distortion 
that occurs as the network gets deeper and more complex [8]. 
InceptionV3 and Inception-ResNetV2 are the kind of 
convolutional neural network model that consists of numerous 
convolution and maximum pooling steps [9]. All pre-trained 
models were trained on the ImageNet-2012 dataset that 
trained more than 14 million images belonging to more than 
20 thousand categories created for image recognition 
competitions [10].      

Inspired by the pre-trained, the many pre-trained models 
have developed. Xianghong et al. [11] proposed VGG16 
model for lung regions identification and different types of 
pneumonia classification. Recently, several studies have 

reported deep ‐ learning based COVID-19 pneumonia 

detection. For instance, Linda et al.[12]introduced COVID‐
Net for the detection of COVID-19 cases from the chest X-ray 
images with an accuracy of 83.5%. Ayrton [13] used a small 
dataset of 339 images for training and testing using ResNet50 
based deep transfer learning technique and reported the 
validation accuracy of 96.2%. Although previous studies are 
successful when using the transfer learning concept, questions 
have been exploring about any similarities or differences 
between COVID-19 pneumonia and viral pneumonia. 

II. RELATED WORKS 

In the last few years, deep learning has achieved state-of-
the-art results in many fields of computer vision, such as 
object detection and classification [14]. Many deep learning 
models not only applied in image recognition but also applied 
on various medical imaging fields like tissue classification in 
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histopathology and histology images [15]. Deep learning 
methods can perform well at the cost of large amount of data 
set [16]. The performance of a deep CNN lies in the trainable 
features in different layers [17-18]. These are used to extract 
discriminative features at different level of abstraction [19]. 
However, training a deep CNN often requires computational 
resources. To address these challenges, transfer learning [20] 
is introduced to pre-trained followed by a specific task. 
Transfer learning allows the domains, tasks, and distributions 
used in training and testing to be different. For example, we 
may find that learning to recognize cat might help to recognize 
Prionailurus. It can apply previous knowledge to solve new 
problems faster or better solutions, and it has been proved that 
the transferring features outperform the random weights [21]. 
Several medical applications, such as chest pathology 
identification [22], breast mass detection and classification 
[23], have been reported that exciting models such as ResNet 
[24], GoogLeNet [25] and VGGNet [26] are significantly 
increase classification accuracy. Previous studies 
demonstrated that the transferring of different layers in deep 
CNNs trained with ImageNet dataset, which widely 
experienced as the source dataset in most transfer learning 
cases, show better performance than other standard 
approaches such as medical image datasets [27-28], X-ray 
security screening images [29].  However, a few of studies are 
available using deep learning for COVID-19 classification.  

Motivated by applicability of transfer learning of DCNNs, 
this paper makes the following contributions. It shows that 
transfer learning can be employed for COVID-19 
classification. It shows that features extracted from pre-trained 
models for domain specific tasks can be successfully used for 
the COVID-19 chest x-ray image. One of the most challenging 
problems in the machine learning is the overfitting problem. 
To address this problem, pre-trained models on a large 
benchmark from related domain specific tasks was used to 
extract COVID-19 chest x-ray image. We also compared three 
popular pre-trained CNN architectures (VGGNet, Inception, 
and ResNet) for COVID-19 classification. In addition, the 
correlation between normal, viral pneumonia, and COVID-19 
was explored to find the significant information. 

III. MATERIALS AND METHODS 

A. Datasets 

The experiment dataset consist of 1000 COVID-19 chest 
X-ray images obtained from the open source GitHub 
repository shared by Dr. Joseph Cohen [24]. In addition, 1000 
normal chest X-ray images and 1000 viral pneumonia were 
selected from Kaggle repository called “Chest X-Ray Images 
(Pneumonia)” [25]. The image sizes are 256 x256 pixel. Fig 1 
shows representative chest X-ray images of normal, viral 
pneumonia, and COVID-19 patients respectively. The dataset 
was randomly split into two independent datasets with 70% 
for training and 30% for testing. 

 

 

 

 

  

Fig.1. Representative Chest X-ray images of normal, viral pneumonia, and 

COVID-19 

B. Deep Transfer Learning 

In this study, we built deep convolutional neural network 

(CNN) based VGG19, ResNet152V2, and InceptionV3 

models for the classification of COVID-19 Chest X-ray 

images to normal, Viral Pneumonia, and COVID-19 classes. 

In addition, transfer learning technique that was realized by 

using ImageNet data was applied to overcome the insufficient 

data and training time. Fig 2 show the schematic 

representation of conventional CNN including pre-trained 

VGG19, ResNet152V2, and InceptionV3 models for the 

prediction of COVID-19 x-ray images.  

VGGNet show the depth of the network that is a critical 

component for good performance. Residual neural network 

(ResNet) model gets deeper and more complex that improves 

convolutional neural network (CNN) [8].  InceptionV3 is a 

kind of convolutional neural network model. It consists of 

numerous convolution and maximum pooling steps. All deep 

convolutional network architecture was trained on the 

ImageNet-2012 dataset. Although the transfer learning 

technique using ImageNet data was applied to overcome the 

insufficient data and training time, the proposed framework 

included the DCNNs top layers to learn more accurate 

hierarchical abstract features from the original input data. 

C. Experiment setup 

DCNNs models were trained using Python programming 

language on a Google Colaboratory with Ubuntu 16.04 

operating system using Tesla K80 GPU graphics card. The 

models were trained with random initialization weights using 

the Adam optimizer. The Adam optimization algorithm is an 

extension to stochastic gradient descent that has recently seen 

broader adoption for deep learning applications in computer 

vision and natural language processing. It is generally 

regarded as being robust to the choice of hyper parameters. 

The batch size was set to 32 as a for-loop iterating over one 

or more samples and making predictions. In the case of mini-

batch gradient descent, popular batch sizes include 32, 64, 

and 128 samples.  The smallest batch size was sufficient 

compared to the expected output variables and an error is 

calculated. The default learning rate was set to 1e-5. These 

numbers may provide decent results. The number of epochs 

in the experiment was tested to 10,100, 500, 1000, and larger. 

The experiment found that the model error over time did not 

change when using more than 100 epochs. 

D. Evaluation of the performance 

Confusion matrices were used to evaluate the model 

performance. These matrices computed sensitivity (true 

positive rate), specificity (true negative rate) and accuracy of 

models. 
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E. Exploration of correlation analysis via canonical 

correlation analysis 

Because of the symptoms of COVID-19 pneumonia may 

be similar to other types of viral pneumonia, many studies are 

underway to determine how COVID-19 pneumonia differs 

from other types of pneumonia. Information from this study 

can potentially find the correlation between COVID-19 and 

viral pneumonia. To explore the correlation, the canonical 

correlation analysis was used to measure the distance of 

linear relationships between COVID-19 and viral pneumonia 

x-ray images. Canonical Correlation Analysis (CCA) is a 

general procedure for finding the relationships between two 

sets of random variables based on analyzing the cross-

covariance matrix.  
X-ray image features were extracted using DCNNs. The 

image features from the last layer were used for prediction 

using softmax activation function, while the image features 

from previous layer were used for exploration of the 

correlation. The features were defined as: 

 

𝑋𝑖
1 = [𝑥1

1, 𝑥2
1, 𝑥3

1, … , 𝑥𝑛
1], 

𝑋𝑖
2 = [𝑥1

2, 𝑥2
2, 𝑥3

2, … , 𝑥𝑛
2], 

𝑋𝑖
3 = [𝑥1

3, 𝑥2
3, 𝑥3

3, … , 𝑥𝑛
3] 

where 𝑋𝑖
1  is the normal x-ray image, 𝑋𝑖

2  is the viral 

pneumonia x-ray image, and 𝑋𝑖
3  is the COVID-19 x-ray 

image. CCA aims to identify linear relationships between two 

random vectors. The idea is to find two vectors 𝑤1 ∈ 𝑅𝑝 and 

𝑤2 ∈ 𝑅𝑞 , so that the random variables 𝑤1
𝑇 ∙ 𝑋1 and 𝑤2

𝑇 ∙ 𝑋2 

are maximum correlated (𝑤1
𝑇and 𝑤2

𝑇  map the random vectors 

to random variables, by computing weighted sums of vector 

components). By using the sample matrix notation 𝑋1and 𝑋2 

this problem can be formulated as the following optimization 

problem: 

𝜌 =  maximize
𝑤1∈𝑅𝑝,𝑤2∈𝑅𝑞

𝑤1
𝑇𝐶𝑜𝑣(𝑋1, 𝑋2)𝑤2

√(𝑤1
𝑇𝐶𝑜𝑣(𝑋1)𝑤1)(𝑤2

𝑇𝐶𝑜𝑣(𝑋2)𝑤2)
 

 

where 𝐶𝑜𝑣(𝑋1) and 𝐶𝑜𝑣(𝑋2) are estimated of variances 

of 𝑋1and 𝑋2, and 𝐶𝑜𝑣(𝑋1, 𝑋2) is covariance between 𝑋1and 

𝑋2. The optimization problem can be solved to a generalized 

eigenvalue problem: 
 

[𝐶22
−1𝐶21𝐶11

−1𝐶12 −  𝜆𝐼]𝑤𝑖 = 0 

 

[
𝐶11

−1 −  𝜆 𝐶12

𝐶21 𝐶22
−1 −  𝜆

] = 0 

 

(𝐶11
−1 −  𝜆)(𝐶22

−1 −  𝜆) − (𝐶21)(𝐶12) = 0 

 

where 𝐶11 , 𝐶22, and 𝐶12 are covariance matrix of the 

features 𝑋1 and 𝑋1,  𝑋2 and 𝑋2, then 𝑋1 and 𝑋2, and I is the 

identity matrix. The 𝜆  was calculated using following 

equation: 

𝜆 =
−𝑏 ± √𝑏2 − 4𝑎𝑐

2𝑎
 

 

where 𝑖 ∈ {1, 2, 3, … , 𝑛}, n is the number of x-ray image 

features. for instance, if the first matrix 𝑋1 ∈ 𝑅256×256 and 

the second matrix 𝑋2 ∈ 𝑅256×256 , the covariant matrix are 

256×256, the eigenvalue compose of 𝜆1𝑡𝑜 𝜆256 , the 

eigenvector compose of 𝑊1 ∈ 𝑅256×256 and 𝑊2 ∈ 𝑅256×256, 

while if we have n matrix, the covariant metric are 𝐶𝑖 ∈ 𝑅𝑛×𝑛, 

the eigenvalue compose of 𝜆1, 𝜆2, … , 𝜆𝑛 , the weight matrix 

compose of 𝑊𝑖 ∈ 𝑅𝑛×𝑛. 

This model maps the features into the new space. This 

process like a dimension reduction method. It finds a new 

vector that can use instead of old variables. The new vectors 

were calculated: 
𝑉𝑖 =  𝑤𝑖

𝑇𝑋𝑖 

 

where 𝑤𝑖
𝑇  is the weight based on the largest 𝜆 that is the 

optimal weight vector.  

CCA develops a canonical vector that maximizes the 

correlation coefficient between the two canonical vectors. It  

measures the strength of the relationship between the two 

canonical variates. The CCA correlation was measured the 

pair of x-ray image as: 

CCA(Normal, Viral pneumonia), 

CCA(Normal, COVID-19), 

CCA(Viral pneumonia, COVID-19), 

When the correlation coefficient is close to 1 or −1, their 

correlation is the strongest. The correlation coefficient is 

close to 0, their correlation is weak. 

IV. RESULT AND DISCUSSION 

A. Classification performance 

These models were trained on the training data and tested 

them on the test data. The performance and diagnostic 

efficiency were analyzed as shown in table 1.  

1) Performance comparison between accuracy and 

time complexity of different pre-trained model having 

different number of trainable parameters: Generally, the time 

complexity is the network learning time [30].  VGG19 has the 

highest trainable parameter followed by ResNet152V2. 

InceptionV3 has the lowest trainable parameter. 

Consequently, VGG19 use the highest training time followed 

by ResNet152V2 and InceptionV3. The experiment results 

show that a network having large number of parameters 

shows a very large time complexity. These results are 

consistent with many studies. For instance, Panchal et al [31], 

they reported that the minimum number of hidden layers for 

the problems due to which network needs very less time to be 

trained. Huang et al [32], they demonstrated that if the 

problem is small and linear, the time complexity will be 

gained. 

2) Diagnosis efficiency comparison of different pre-

trained model: It was observed that It was observed that 

VGG19 showed the best performance for classifying images. 

The comparisons of three models using the test data are 

shown in Table 1. We have obtained the best performance as 

an accuracy of 0.97, sensitivity of 0.97, specificity of 0.93, 

and F1-score value of 0.97 for VGG19 pre-trained model. 

The low performance values have been yielded an accuracy 

of 0.96, sensitivity of 0.97, specificity of 0.93, and F1-score 

value of 0.95 for ResNet152V2. The lowest performance 

values have been yielded an accuracy of 0.95, sensitivity of 

0.97, specificity of 0.92, and F1-score value of 0.95 for 

InceptionV3. 
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TABLE I PERFORMANCE COMPARISONS 

Model Trainable parameters Training 

time  

Sensitivity Specificity Accuracy F1-score 

VGG19 139,5701000 15m47s 0.98 0.95 0.98 0.98 

ResNet152V2 58,1871000 5m26s 0.97 0.93 0.96 0.95 

InceptionV3 21,7681000 3m16s 0.97 0.92 0.95 0.95 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 The confusion matrix and ROC plots obtained using pre-trained models 
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Confusion matrix of Normal, Viral Pneumonia, and 

COVID-19 were analyzed. Firstly, VGG19 classified 340 of 

the Normal as true positive, 323 of Viral Pneumonia as true 

positive, and 342 of the COVID-19 as true positive. ResNet 

classified 328 of the Normal as true positive, 323 of Viral 

Pneumonia as true positive, and 336 of the COVID-19 as true 

positive. InceptionV3 classified 335 of the Normal as true 

positive, 318 of Viral Pneumonia as true positive, and 331 of 

the COVID-19 as true positive. 

The experiment results show that networks having large 

number of trainable parameters normally show high accuracy 

even for the large and complex problems. These results are 

consistent with many studies [33]. These studies 

demonstrated that a good result in the Neural network very 

large number of trainable parameters and neurons should be 

required. 

B. Correlation exporation 

The symptoms of COVID-19 pneumonia may be similar 

to other types of viral pneumonia. Information from these 

studies could potentially explain in correlation between viral 

pneumonia and COVID-19 x-ray images. Section III shows 

the pre-trained models to extract the image features observing 

by which areas in the convolutional layers activated on an 

image. VGG19 model was used to analyze the correlation 

because it obtains the best classification performance. 

TABLE II CANONICAL CORRELATION ANALYSIS COMPARISONS 

 Normal Viral 

Pneumonia 

COVID-19 

Normal 1 0.71 0.66 

Viral 

Pneumonia 

0.71 1 0.60 

COVID-19 0.66 0.60 1 

 

Table II shows the canonical correlation analysis of 

Normal, Viral pneumonia, and COVID-19 features from 

DCNNs. The highest similarity is 0.71 for Normal and Viral 

pneumonia followed by Normal and COVID-19 is 0.66. The 

lowest similarity is 0.60 for Viral pneumonia and COVID-19. 

The experiment results show that the viral lesion of Normal 

and Viral pneumonia is similar than Normal and COVID-19. 

In the other hand, the viral lesion of Viral pneumonia and 

COVID-19 is less similarity. The symptoms of COVID-19 

pneumonia may be similar to other types of viral pneumonia. 

Information from this study may potentially explain that 

depending on the type of pneumonia, lesions appear 

differently in the lungs. This result is consistent with an 

article released July 9 in the American Journal of 

Roentgenology [34] [ref new article]. They found that most 

COVID-19 lesions appear in the peripheral zone close to the 

pleura, while lesions from influenza virus pneumonia are 

more apt to show mucoid impaction and pleural effusion. 

They were also concluded that the most features between 

viral pneumonia and COVID-19 are overlap, but some 

statistical differences did emerge. 

V. CONCLUSSION 

In this study, we proposed a deep transfer learning approach 

to classify Normal, Viral pneumonia, and COVID-19 using 

chest X-ray images. Three models such as VGG19, ResNet, 

and InceptionV3 were compared. It was observed that 

VGG19 outperforms other two different networks. Since the 

COVID-19 is an infection of the lungs, many questions have 

been exploring about any similarities or differences between 

COVID-19 pneumonia and viral pneumonia. This study not 

only show the transfer learning can be employed for COVID-

19 classification but also potentially explained the correlation 

between COVID-19 pneumonia and viral pneumonia. In 

subsequent studies, we believe that this knowledge can play 

in helping to develop the computer aided diagnostic tool and 

can significantly improve the accuracy of diagnosing cases 

with COVID‐19. 
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