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Forecasting and Clustering the price of cassava is essential for agriculture, but
the difficult part of forecasting is price fluctuation, in which the fact of prices
is going up and down and be changed monthly. The paper proposes to forecast
the price of Cassava by machine learning. The process had been calculated by
the price of Cassava from January 2005 to February 2022, which has been
collected for 17 years by the Office of Agricultural Economics, Ministry of
Agriculture, and Cooperatives. The research on forecasting found that the
method of Support Vector Machine including using add-on feature with Garlic
Price and Potato Price showing the Root Mean Squared Error (RMSE) with
the lowest point as of 0.1O. If comparing to the Conventional method with the
equal database. The result shows that the proposed method demonstrates the
value of the Mean Absolute Percentage Error (MAPE) as 3.35%, it displays
more effectively as 0.61%. For the final process of clustering the price by
analyzing with K-mean, the result came up with a peak pricing period in
December of 14.08%. Subsequently, the agricultures would apply the research
result to implement their planting plan for profit-making.
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1. INTRODUCTION
Cassava is plant-based, which is a high-ranking in the top five subordinating to Com, Wheat,

Glutinous Rice, and Potato. It also has a high quantity of carbohydrate as well as provide various benefits. For
instance, the food - as the consumable product for human and husbandry, the fuel _ as the main ingredient for
the Ethanol production process, and the manufacturing _ as the component of the Alcohol and Apparel
production process, etc. In 2019, the global production of Cassava came up to 309 million tons. Africa is the
largest source of global products leading to Asia, America, and Oceania continent. For the country, Nigeria is
the top producer leading to Congo, Thailand, Ghana, Brazil, and Indonesia. According to Thailand by 2020,
the country has a cultivated land of approximately 3.5 million acres located in Nakhonratchasima,
Kampangpetch, Chaiyaphum, and Kanchanaburi, respectively[I]. The cost of planting cassava in Thailand is
approximately 5,974.78 THB for 0.39 acre. The average cost from 2011 to 2021 is 3.398 tons for 0.39 acre [2].

According to the methodology of the research, there are 2 approaches; I) the Mathematical and
Statistical approach and 2) the Machine Learning approach. Firstly, the Autoregressive Integrated Moving
Average (ARIMA) method in terms of the Mathematic and Statistic, which is a showcase of predication, is
implied in the related research papers to forecast the price of agricultural products. For instance, Aromatic
Coconut [3], Field Crops [4], Litopenaeus Vannamei [5], and Mango Export Volumes [6]. In addition, the
method also implied forecasting for the Cassava product. For example, Fresh Cassava Root Buying Prices and
Cassava Chip Selling Prices [7], Export Volumes of Cassava [8] Cassava price [9] ,[10]. As a result, the method
is a fast approach for processing and forecasting, meanwhile, both variable and suitable methods remain an
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important part to provide the study result precisely. Secondly, the Machine Learning approach, which refers to
Artificial Neural Network, k-Nearest Neighbor, Linear Regression Analysis, Deep Learning Support Vector
Machine, etc. There are research papers, which are implied by these methods. For instance, Stock Market [11]
,[24] , [25], Selling [12], Finance [13], Relating usage in forecasting Growing Cassava [14]. The Price of
Cassava [15], [16]Moreover, the methods would be a suitable approach depending on the add-on features and
the condition of variables, which are implied in forecasting the cassava price.

In summary, the previous research papers demonstrate that Machine Learning might be a suitable
approach to forecasting the price of cassava because the approach provides various ways in the analytical
process. As a result of forecasting, the study requires more add-on features combing with the forecasting
process for an effective outcome, as well as, acknowledging the high season period that would be costed with
the best price of cassava including the planting plan for the cultivalors who would earn high income for this
product with the best price.

2. THE ANALYSISOF CASSAVAPRICE
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Figure 1.The price of cassavaduring January2005 - February 2022

In Regard to Figure 1,theprices of cassava fromJanuary2005to February2022 demonstratethat the sequence
of cassava's price becomes a part of the marketing trend-stationary,which directlymakes the sequence unsteady.
The cassava price is 1.84THBIKG, the highestprice is 2.96 THBIKG and the lowest price is 0.87THBIKG even if
comparedwith other agriculturalproducts such as Garlic and Potato, the market price also presents a similar trend
as below graph.
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Figure 2. GarlicPrice fromJanuary2005 - February2022
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Figure 3. Potato Price from January2005- February2022
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3. RESEARCH METHOD
The research process as figure 4, which is implied by the Cross-Industry Standard Process for Data

Mining or CRISP-DM, mainly is a conceptual framework for the forecasting and clustering process with the 6
processes as the following details [17] [18].

3.1 Business I
Understanding J ~

_.....;..__- ...
3.2 Data ,

Understanding
I

7'
3.6 Deployment

t
3.5 Evaluation

3.3Data
Preprocessing

3.4 Modeling Forecasting
and Clustering

Figure 4. Research Process

3.1 Business Understanding
To understand the cassava agriculturists, planting period, investment, and amount of agricultural

product in order to ascertain the price of cassava with relating agricultural products through the forecasting and
clustering process for the cassava price.

3.2 Data Understanding
To acknowledge the database of cassava's price for 17 years from January 2005 to February 2022,

which is collected by the Office of Agricultural Economics, Ministry of Agriculture and Cooperatives [19].
Then, finding the suitable approach for the forecasting process as well as choosing the agricultural product
with 11 types such as Mung Bean, Shallot, Garlic, Onion, Soy, Maize, Rice, Sugar Cane, Palm Kernel, Oil,
and Coffee for comparing in the analytical process.

3.3 Data Preprocessing
Preparing database to process as follows- I) To consider and analyze the Correlation and Association

Rules 2) To forecast, and 3) To find the best period of the highest cost of cassava. The data has been set for
analysis was generated as 2 types; (I) The first type of data are implied to the process of forecasting, finding
correlation, and price clustering, these type of data were arranged in a time-series basis during January 2005 to
February 2022, which is shown in figure 5, and (2) The second type of data are implied for considering based
on the association rules representing the relation between the price of Cassava and the others agriculture
products, which was converted to value True or False, the outcome of this process is shown as an example of
converting process is shown in figure 6.

Figure 5. The sample of the database for considering the Correlation

Forecasting and Clustering of Cassava Price ... (Sayan Tepdang and Ratthakorn Ponprasert)
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According to Figure 5, it demonstrates a database for considering the Correlation with the Cassava
including the price of agricultural products with 11 types, the process is mainly analyzing the price of cassava
with the baseline of other agricultural products, which will be analyzed by the price from the previous month,
in particular, to forecast the possible price in the upcoming month.
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(b) The results of the data

Figure 6 The data for considering the Association Rules

It figure 6 , is the second type of data, which demonstrates the sample of the database for considering
the Association Rules with the price of cassava. This sample shows that the relation between the price of
Cassava and the others agricultural products from 11 types would be configured as either "TRUE" , the going
up price, or "False", the going down price.

3.4 Modeling,Forecasting and Clustering
Firstly, the relationship between the price of cassava and of the II types of agricultural products,

including the price of cassava from the previous month. This relationship will be a feature of forecasting price
of cassava in the upcoming month. Significantly, all of these databases will be implied in the main feature to
forecast through the processing of Correlation with the formula of the "Calculation weighed correlation", which
is performed in equation (1) [18] as below;

c = (X(i)-X)(Y(i)-Y)
(n-l)SxSy

Where:
C refers to correlation coefficient.
X; Y refer to attributes of factors/variables.
N refers to the total number of example.
Sx. Sy refer to standard deviation of X and Y.
i refers to the increment variable of summation.

(1)

HEEl, Vol.lO, No.4, December 2022: 823 - 834
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Secondly, the association rule is required by calculating FP-Growth Algorithm, in particular, to

calculate the Support and Confidence configuration. The Support will be implied with the indication of the
Item set {A}, which is appeared in the below formula (2) [20].

Item set (A)
Support(A) = Frequent of A

Total number of transactions
(2)

Meanwhile, the Confidence will be implied the indication of Confidence (A => B) as below formula 3 [20].

Confidence (A => B) =
Support (AU8)
Support CA)

(3)

After receiving the Correlation with the rule of association, the result will be the add-on Feature for supporting
the forecasting process. The analytical process, which is implied to consider the forecast process of the Cassava's price
with the 6 machine learning algorithms as follows;

I. Generalized Linear Model,
2. Deep Learning,
3. Decision Tree,
4. Random Forest,
5. Gradient Boosted Trees,
6. Support Vector Machine

Thirdly, the process of calculating with each method will be analyzed with the accuracy of the train/test ratio
of60:40 following the lowest result of the Root Mean Square Error (RMSE) and the lowest result of the Mean Absolute
Percentage Error (MAPE). After that, clustering of cassava price result will be categorized into the 3 groups.

I. The peak pricing period/month,
2. The average pricing period/month,
3. The lowest pricing period/month.

And algorithms are set as parameters for analysis, such as
I. Generalized linear model use regularization.
2. Deep Learning, used model use automatically
3. Decision Tree model use automatically optimize for maximal depth.
4. Random forest model use automatically optimizes for the number of trees and maximal depth.
5. Gradient Boosted Trees used model use automatically optimize for the number of trees, maximal depth,
and learning rate
6. Support Vector Machine model use automatically optimize. Inthe meantime, other algorithms are used as
a default condition.

3.5 Evaluation
The Percentage of Accuracy will be implied to evaluate with each algorithm, including the Calculation of accuracy and
the Root Mean Square Error (RMSE), which comply with the standard instruction to measure avoiding the error of a
calculation process in term of the quantitative approach. As a result, the process will be calculated as below formula
[10].

(4)

(5)

The MAPE is defmed as the average of the absolute error expressed in percentage over a sample, or by the form
where:

n: represents the number of fitted points
Yt: represents the actual value
Yt: represents the predicted value

Forecasting and Clustering a/Cassava Price ... (Sayan Tepdang and Ratthakorn Ponprasert)
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3.6 Deployment
The research result is expedient for those stakeholders. For instance, Agriculture, Relevant Agencies.

Significantly, they will imply the study to arrange their planting plans for earning the best price for their
agricultural products.

4. RESULTS
4.1 The Correlation Result

To evaluate the experiments and results, the study considers the Correlation with the Cassava
including the price of agricultural products with 11 types as shown in Table I.

Table I. The Correlation result of Cassava including the other agricultural products with 11 types\
Number Name Correlation

Cassava 0.95
2 Maize 0.68
3 Soy 0.51

4 Sugarcane 0.44
5 Mung Bean 0.42
6 Coffee 0.38
7 Palm Kernel Oil, 0.34
8 Potato 0.25
9 Rice 0.20
10 Garlic 0.07
11 Shallot 0.07
12 Onion 0.01

According to Table 1, the study significantly founds that the Correlation of Cassava's price compared
to other agricultural products is necessary to be an add-on feature in the analytical process because the result
shows that the price of cassava in the previous month of the column "Cassava" is the highest result as 0.95.
Therefore, the study highly requires forecasting by implying the price cassava combining with the maize to
forecast the price in the upcoming month, in particular, one of the important factors to forecast has to rely on
the considering the Correlation to be a feature in the analytical process of cassava's price.

4.2 The Association Rule Result
Followingthe study, the result fmdsout the associationrulewith FP-GrowthAlgorithm, this calculationis

inquired"Support" and "Confidence"configurationto complywith the rule as an add-on feature,the associationrule
representsas belowTable 2.

Table 2. The result of fmding the associations rule with FR-Growth

Premises Conclusion SU[l[lort Confidence

Corn cassava 0.28 0.64

Mung Bean cassava 0.30 0.58

Soy cassava 0.34 0.57

Sugarcane cassava 0.32 0.54

Potato cassava 0.41 0.54

Potato, garlic cassava 0.30 0.52

Onion, Sugarcane cassava 0.27 0.52

Potato, Shallot cassava 0.27 0.52

Garlic cassava 0.36 0.50

Shallot cassava 0.36 0.50

Onion, Potato cassava 0.28 0.50

In Regard to Table 2, the result of the association rule represents the significance of cassava price,
which is relied on the factor of "Support" and "Confidence" configuration. Especially, the rule of Premises and
Conclusion shows the rising price of Corn, which relates to the price of cassava directly; as we can review
from the configuration database, the "Support" is 0.28, the "Confidence" is 0.64, as well as, choosing the
"Confidence", which is higher than 0.5, it belonged to the II types of agricultural product implying as an add
on feature in the forecasting process.

I1EEI, Vol.lO, No.4, December 2022: 823 - 834
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4.3 The Forecasting Result
When the study found the Correlation configuration including the assocration rule as an add-on feature
consequently, the forecasting process would be counted with six approaches.

1. Generalized Linear Model (GLM)
2. Deep Learning (DL)
3. Decision Tree (DT)
4. Random Forest (RF)
5. Gradient Boosted Trees(GBT)
6. Support Vector Machine (SVM)

which is set the parameter to build a model with the approach of 10 - cross Validation, the result of the process
shown as below Table 3.

GLM

Table 3. The result of finding Root Mean Square Error (RMSE)
GBTPrice / Algorithms SD SVM SDSD SD SD RF SD

Correlation

Cassava

Maize

Soy

Sugarcane

Mung Bean

Coffee

Palm Kernel Oil

Potato

Rice

Garlic

Shallot

Onion
0.1 Garlic, Shallot,
Onion

0.2 Potato, Rice
0.3 Coffee, Palm
Kernel Oil
0.4 Sugarcane,
Mung Bean

0.5 Maize, Soy

Association Rule

Potato, Onion

Potato, Shallot

Onion, Sugarcane

Garlic, Potato

AVG

DL DT

0.03

0.03

0.03

0.02

0.02

0.02

0.03

0.03

0.03

0.03

0.02

0.03

0.15 0.02

0.15 0.03

0.15 0.03

0.14 0.03

0.16 0.02

0.14 0.03

0.14 0.03

0.14 0.04

0.14 0.03

0.15 0.02

0.14 0.02

0.14 0.03

0.13 0.02

0.13 0.02

0.13 0.02

0.12 0.02

0.12 0.02

0.13 0.02

0.13 0.02

0.12 0.02

0.12 0.02

0.12 0.02

0.11 0.01

0.13 0.D2

0.12 0.02

0.11 0.Q2

0.12 0.02

0.11 0.Q2

0.12 0.03

0.13 0.02

0.12 0.02

0.12 0.02

0.10 0.02

0.12 0.02

0.12

0.12

0.12

0.12

0.02 0.12 0.03 0.14 0.03 0.12

0.02 0.14 0.02 0.14 0.03 0.12

0.02 0.14 0.01 0.14 0.03 0.13

0.01 0.13 0.02 0.14 0.03 0.14

0.02 0.12 0.03 0.14 0.03 0.15

0.02 0.13 0.02 0.15 0.02 0.13

0.02 0.13 0.D2 0.14 0.03 0.12

0.02 0.14 0.02 0.14 0.03 0.12

0.02 0.14 0.03 0.14 0.03 0.14

0.02 0.13 0.03 0.14 0.03 0.14

0.02 0.13 0.02 0.14 0.03 0.14

0.02 0.12 0.03 0.14 0.03 0.12

0.03 0.12 0.Q2 0.14 0.03 0.13

0.02 0.13 0.Q2 0.14 0.03 0.14

0.02 0.12 0.03 0.17 0.01 0.12

0.03

0.03

0.02

0.14 0.02

0.14 0.04

0.14 0.04

According to Table 3, the result of finding Root Mean Square Error (RMSE) significantly represents
that implying the association rule comes up with the efficiency result in the forecasting process, in particular,
the effectiveness of the add-on feature is Garlic's Price. Meanwhile, Potato's Price shows the lowest Root
Mean Square Error (RMSE) as 0.10 with the SVM approach. This approach also functionally works in the
forecasting analysis.

The research found that the finding of configuration with the association rule as an add-on feature is
better than the "Correlation" approach but the efficiency is similar.

The implication of the association rule with the add-on feature; Garlic's price and Potato's price,
found that the "Support" configuration is 0.30, the "Confidence" configuration is 0.52, which is the highest
from that rule, and also related to Cassava's price. Additionally, the study also found that Potato's price shows
up the highest in the "Support" configuration at 0.41, and Garlic's price is 0.36 respectively. Regarding the
research method, the forecasting process is not upon on the amount of database to predict because there is the
various pattern with the difference, which is uncertainty.
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In addition, there are 3 approaches for the forecasting process; 1) Linear Model, 2) Neural Network,
and 3) Tree. The study found that the best approach to forecast is the Support Vector Machine and Generalized
Linear Model, which is called as Linear Model, this approach significantly conducts a way of describing a
response variable in terms of a linear combination of predictor variables. Consequently, the response should
be a continuous variable and be at least approximately normally distributed. Even though each model finds
wide applications, it cannot handle clearly discrete or skewed continuous responses. [22] This model is more
effective than the Deep Learning, which is Neural Network, and also better than the Decision Tree, the Random
Forest, and the Gradient Boosted Trees as well as the Tress structure as below details. [18]
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4.4 The Error Forecasting
There are 2 types of error in the forecasting process; the higher price from the actual and the lower price
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Figure 7. The structure of the six algorithms (a) Linear Model, (b) Neural Network (c) Tree

Table 4. The Errors in the forecasting Qrocess.
Time Reall!rice Forecasting Difference

Dec 2009 1.79 1.51 0.28
Sep 2010 2.55 2.93 -0.38
Aug 2016 1.25 1.45 -0.20
Apr 2019 2.11 1.86 0.24
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In Regard to the Error configuration as of December 2019, the forecasting process is lower than the

actual, the study found that the error result ofthe Cassava's price inNovember 2009 is 1.45THB, and the price
for December 2019 is 1.79THB. The price fluctuation during those periods (1.45 - 1.79) is 0.34 THB.

Therefore, the forecasting process comes up with a lower price than the actual of 0.280. Meanwhile,
the price of Garlic and Potato are unchanged at 72 THB and 13.70 THB, which present a similar price from
November - to December 2009. In addition, the error configuration as of September 2010, August 2016, and
April 20 J 9 also share the same direction.

According to the results of table 3, the study found that the best method regarding 6 algorithms is the
Support Vector Machine approach, which is main analysis in the forecasting process and it doesn't, which is
implied with the association rule as an add-on feature represent the lowest Root Mean Square Error (RMSE)
as 0.10. After that, this study compares to the Conventional Method; the result shows that the proposed method
demonstrates the value of the Mean Absolute Percentage Error (MAPE) as 3.35%, it displays more effective
as 0.61%, shown as table 5.

Table 5. The result shows compare to the Conventional Method
Method

Tool MAPE(%)

Conventional Method (16) Multi-Layer Artificial Neural Network 3.96%

Proposed Method Support Vector Machine 3.35%

After that, the forecasting process had been analyzed from March 2021 - to February 2022 (12
months), the results shown in Table 6.

, 2,50
2,00
1,50
1,00
0,50
0,00

Table 6. The result of the forecasting

Month-Year Real Price Forecasting
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In Regard to the Error configuration as of December 2019, the forecasting process is lower than the
actual, the study found that the error result of the Cassava's price in November 2009 is 1.45 THB, and the price
for December 2019 is 1.79 THB. The price fluctuation during those periods (1.45 - 1.79) is 0.34 THB.

Therefore, the forecasting process comes up with a lower price than the actual of 0.280. Meanwhile,
the price of Garlic and Potato are unchanged at 72 THB and 13.70 THB, which present a similar price from
November- to December 2009. In addition, the error configuration as of September 2010, August 2016, and
April 2019 also share the same direction.

According to the results of table 3, the study found that the best method regarding 6 algorithms is the
Support Vector Machine approach, which is main analysis in the forecasting process and it doesn't, which is
implied with the association rule as an add-on feature represent the lowest Root Mean Square Error (RMSE)
as 0.10. After that, this study compares to the Conventional Method; the result shows that the proposed method
demonstrates the value of the Mean Absolute Percentage Error (MAPE) as 3.35%, it displays more effective
as 0.61 %, shown as table 5.

Table 5. The result shows compare to the Conventional Method

Method
Tool MAPE(%)

Conventional Method (16) Multi-Layer Artificial Neural Network 3.96%

Proposed Method Support Vector Machine 3.35%

After that, the forecasting process had been analyzed from March 2021 - to February 2022 (12
months), the results shown in Table 6.
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The RMSE configuration is 0.086 and The MAPE is 3.29% according to the result offorecasting in
Table 6. and the forecasting from Figure 8. The level of analysis presents the highly accurate forecasting if
compare to the MAPE criteria for model evaluation [16].

Table 7. MAPE criteria for model evaluation
MAPE(%) Interpretation
<10
1(}-20 Good forecasting
2(}-50 Reasonable
forecasting
>50 Inaccurate forecasting

Highly accurate forecasting
1(}-20 Good forecasting
2(}-50 Reasonable forecasting

>50 Inaccurate forecasting

Lastly, the clustering of Cassava's price is the last process of the study, it provides clustering the
pricing into a group yearly, which is implied by k-mean. There are 3 groups of the Cassava prices: I. Peak
sales period 2. The average sales period and 3. The minimum sales period, the result shown Table 8. below

Table 8. The clusteringof Cassava's QricebI monthlI
Minimum

Peak pricing Average pricing pricing period

Month period (times) percentage period (times) Percentage (times) percentage

January 8 11.26 3 5.66 7.69

February 8 11.26 5.66 5 7.69

March 8 11.26 4 7.54 4 6.15

April 7 9.85 4 7.54 4 6.15

May 6 8.45 4 7.54 7.69

June 4.22 6 11.3 6 9.23

July 2 2.81 7 13.21 7 10.76

August 6 8.45 3 5.66 7 10.76

September 5 7.04 4 7.54 7 10.76

October 4.22 4 7.54 9 13.84

November 5 7.04 7 13.21 4 6.15

December 10 14.08 4 7.54 2 3.07

Regarding Table 8, the result of the clusteringof Cassava's price, the study found that the peak pricing
period in December is 14.08%. The average pricing period is in July, and the minimum pricing period is in
October. At this point, the best period for selling cassava is December, which is the highest price. The price
presents the highest period twice times. On the other hand, the worst period for selling cassava is July and
December. The price presents the lowest rate 7-9 times. This clustering process aims to present the best period
of Cassava's price.

5. DISCUSSION
According to the forecasting Cassava's price, the authors found that the other study also implied with

the feature or variable to support the forecast process. Meanwhile, the forecast process in this study is analyzed
by the Correlation and Association rule as an add-on feature. In details, the authors apply the analytical method
in the forecasting process by bringing the price of agricultural products compare with the Cassava's price. As
a result, the highest result as I represent the configuration of the Correlation and Association Rule following
its result. For instance, if Potato's Price and Garlic's price are increased or decreased, Cassava's price will be
following to those agricultural prices. In addition, the authors also considered this approach to implied as an
add-on feature, which is a crucial variable to support the forecasting process for Cassava's price with the 6
methods; (I) Support Vector Machine, (2) Generalized Linear Model, (3) Deep Learning, (4) Decision Tree,
(5) Random Forest, and (6) Gradient Boosted Trees. Technically, there are 3 approaches for the forecasting
process;

I) Linear Model such as Support Vector Machine, Generalized Linear Model
2) Neural Network such as Deep Learning
3) Tree such as Decision Tree, Random Forest, Gradient Boosted Trees
Finally, the study found that the Linear Model; Support Vector Machine and Generalized Linear

Model is the best method for forecasting process. The following method is Random Forest, Decision Tree,
Gradient Boosted Tree, and the least is Neural Network, Deep Learning. The study also found that Support
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Vector Machine is used for time series forecasting which is related to the outcomes of other studies [26], [27].
For Deep Learning, this approach is suitable for large data set such as, Big Data. However, it is not a suitable
approach for this study, which presents with the minimum of data set. For Error in forecasting process, the
study also found the high vulnerable of Cassava's price, this also make the forecasting process discrepancy.
The final approach is the clustering of Cassava's price, which is catetagorized into the 3 groups: (I) Peak sales
period (2) The average sales period, and (3) The minimum sales period. In details, this step also involved with
k-mean for clustering the Cassava's price, which is also worked effectively.

6. CONCLUSION
The study found that the forecasting process would reach the maximum efficiency, if bringing, it

implies forecasting the Cassava's price. However, the study also found that fluctuating price is the main
obstacle to forecasting. A further suggestion is to find a suitable feature or configuring the parameters for the
forecasting analysis. The instruction would be improved the research progression. Subsequently, the
agricultures could apply the research to implement their planting plans for profit-making.
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