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Abstract— This study proposes COVID-19 and
Respiratory Diseases Classification using Deep
Convolution Neuron Network. ICBHI 2017 Respiratory
Sound Database including COVID-19 from Coswara
databased were used in our experiments. The potential
results show that the left side model performances are
0.85 accuracy, 0.76 sensitivity, and 0.90 specificity. The
right side model performances are 0.86 accuracy, 0.76
sensitivity, and 0.93 specificity. No side set model
performances are 0.83 accuracy, 0.71 sensitivity, and
0.93 specificity. In addition, the lung characteristics and
lung functions are different among left and right.
Therefore, the breathing sound from left and right lung
are difference. For this reason, the cross-model
performances were evaluated to test this assumption.
The cross-model performance results show that the left
data is consistent with the left model. As same as the
right data is consistent with the right model.
Furthermore, the experiment found that mixing
training data built the no side set model is the lowest
performance. In addition, the proposed framework
tends to achieve high performance when compared with
a recent study.

Keywords-component; COVID-19 classification; deep
convolution neuron networks;  breathing sound
classification

1 INTRODUCTION

In the lung pandemic scenario, manual testing for
medical diagnosis is not safe for the physician who
can be infected with the virus spread from the patients
[1]. Li F., et al. and Vinod D.N,, et al. proposed self-
diagnosis for telemedicine with preliminary symptom
assessment as an alternative to manual testing [1], [2].
Ahmad Alhiyari M., et al. explain that breathing
analysis utilizes respiratory abnormalities such as
crackles (coarse and fine) and wheezes of patients
were the basis for viral detection over other breathing
sound abnormalities [3]. During the pandemic, people
infected with COVID-19 required diagnostic solutions
and new portable testing mechanisms [4], [5].
Therefore, many studies have urgently developed
effective tools for respiratory diagnosis not only of
general lung disease but also COVID-19. The sound-
based medical diagnosis in a few studies [6-8] have
utilized cough sounds for Covid-19 diagnosis. In the
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previous study, the respiratory sound has not separated
the model for analysis from two sides of the lung.
When the lung characteristics and lung functions are
different among left and right, the digital stethoscopes
should be separately considered. Chan H.P., et al. [9]
explain that Deep Convolution Neuron Network
models for medical diagnosis have been widely
introduced in the context of the opportunities and
challenges by Covid-19. The CNN is a higher
classification performance [10], and utilizes a smaller
dataset when using transfer learning such as VGGNet,
InceptionNet, or ResNet [11]. Inspired by their
success, this study proposes respiratory sound
classification using Deep Convolution Neuron
Network (DCNN) to distinguish spectrogram images
from the respiratory sound in Bronchiectasis,
Bronchiolitis, COPD, LRTI, Pneumonia, URTI,
COVID-19, and Healthy.

II. MATERIALS

A. Database

The respiratory sounds from the ICBHI 2017
Respiratory Sound Database were used in this present
study [12]. The database consists of 920 annotated
audio samples from 126 subjects. The diagnosis for
each subject composes of  Bronchiectasis,
Bronchiolitis, COPD, LRTI, Pneumonia, URTI, and
Healthy. In addition, the COVID-19-infected breath
dataset from Coswara [13] were included in our
experiment. When the lung characteristics and lung
functions are different among left and right, the digital
stethoscopes should be separately considered.
Therefore, the database and model were divided into
two sides. When considering the data is imbalanced,
the class weight for each category per class was
calculated to solve the skewed distribution of the
classes by giving different weights to both the
majority and minority classes. The difference in
weights will influence the classification of the classes
during the training phase. The majority class is
penalized by reducing weight, while the minority class
is setting a higher weight than the majority class. The
detail of the database as shown in Table 1.




TABLEIL  THE NUMBER OF IMAGE AND THE RATIO OF IMAGE

Class Left side Left Right Right
(#image) class side class

weight (#image) | weight

Bronchiectasis 114 3.84 117 3.3
Bronchiolitis 105 4.1 126 3.0
COPD 205 2:1 186 2.0
LRTI 96 4.6 92 42
Pneumonia 95 4.6 72 54
URTI 127 34 90 4.2
COVID-19 438 1.0 386 1
Healthy 163 2.6 106 3.6

III. METHODOLOGY
This approach starts with breathing sound

recording from digital stethoscope connected via
Bluetooth on various regions of the chest called zones.
When deep learning algorithms are employed to
perform image processing, the data preparation using
python package called librosa and soundfile [14] to
covert the breathing sound to 2D-colour mapping of
frequency in relation to time using digital signal
processing. Then, the feature extraction using VGG19
pre-training and top layer fine tuning follow by
classification layer. The proposed methodology was
shown in fig 1. The detailed methodology was
explained in the next section.

A. Data pre-processing

1) Breathing sound Breathing sounds were
obtained using two digital stethoscopes with the
Bluetooth module. When the lung characteristics and
lung functions are different among left and right, the
digital stethoscopes were separately collected the
breathing sound. The chest zone is encoded as three
ordered letters from the sets {A, P}, {L, R}, and {L,
M, U} respectively. The letters have the following
meanings: Anterior: A, Posterior: P, Left: L, Right: R,
Lower: Lo, Upper: U, and Middle: M. Therefore, the
database and model were divided into two sides. In
addition, the no side set (mixed data both left and
right) was included to compare with the single left
side and the single right side.

2) The Fast Fourier transform (FFT) The
recording sounds were transferred from the digital
stethoscope to the FFT analyzer based on librosa and
soundfile with python library. The breathing sound
signal was transformed from the time-domain to the
frequency domain using the Fourier transform. Using
digital signal processing, the output is a 2D color
matching of frequency in proportion to time.

3) Breathing sound spectrograms When deep
learning algorithms are employed to perform image
processing, the breathing sound spectrogram is
transformed to a 2D vector image. All the
spectrogram photos were resized in 224x224 standard
pixels for transfer learning with VGG19 to extract the
spectrogram image features.

B. Feature Extraction

1) Pre-training using Convolution  Neuron
Network Feature selection and extraction are involved
selecting and extracting the relevant features from the
input data. Especially, the high dimension data from
image pixels requires reducing the number of a large
set of data. Deep Convolutional Neural Network
(DCNN) is the most widely used for extracting the
feature from the image. However, training a deep
CNN often requires computational resources. To
address these challenges, transfer learning such as
VGGNet, ResNet, or InceptionNet are introduced.
Motivated by applicability of transfer learning of
DCNNs, the VGG19 in the Keras library was used to
extract the spectrogram images. Online Google
Collaboratory with high performance GPU was used
in this study. Fig 1 shows the VGG19 architecture.
The architecture of VGG19 is shown in Fig 1; the
default input image size of VGGI19 is 224x224. It
composes of 16 convolutional layers and 5 pooling
layers for reducing a huge feature map followed by 3
fully connected layers.

C. Classification

DCNN is not only feature extraction but also
represents success in image recognition and
classification. From the feature selection layer using
VGG19, softmax function was used as a classifier to
classify the input image based on the training data.
(see Fig 1). The softmax function takes a vector with
probabilities of each possible outcome.

D. Performance Evaluation

Confusion matrix was used to evaluate the class
precision. This matrix composes of sensitivity (true
positive rate), specificity (true negative rate) and
accuracy of models. The predictive formulas were
defined as:

R TP
s i TV T (1)
i TN
Specificity = TN+ FP @
TP + TN

Accuracy = o TP+ INF FN (3)

IV. RESULTS AND DISCUSSION

A. Data pre-processing result

Breathing sound spectrograms were converted
from signal to image to distinguish patterns across
different Bronchiectasis, Bronchiolitis, COPD, LRTI,
Pneumonia, URTI, COVID-19, and Healthy using
FFT Analyzer based on librosa and soundfile with
python library. Fig 2 shows the sample of
spectrogram image.
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Fig 1 the proposed methodology consists of the following five phases: data acquisition, data preparation, feature

extraction, training, and classification.

Bronchicctasis breathing sound COVID-19 breathing sound

Fig 2 the sample of spectrogram image converting
from sound wave to spectrogram image using librosa
and soundfile with python library.

B. Feature Extraction and Classification

1) Pre-training using Convolution Neuron
Network

The architecture of VGG19 was used to extract
the features from spectrogram images followed by
classification layer. There are two steps for extracting
the image feature. First, the input image is fed to
VGGNet backbone without fully training. Then, the
output features from VGGNet layer are trained using

CNN top-layer.

2) Classification

The automated classification framework and
implementation using the DCNN model were held in a
Python 3.7.13 environment using Keras, and
TensorFlow on Google Colab Pro with Nvidia
K80/T4. The model was performed using two
databases from ICBHI 2017 and Coswara. These
datasets were divided into 80% for training and 20%
for testing. In all three splitting sides i.e., Left side,
Right side, and no side set are presented efficient
experiment results in the training report in Fig 3
model performance is presented in Fig 3. From the
experiments, the left side model performances are
0.85 accuracy, 0.76 sensitivity, and 0.90 specificity.
The right side model performances are 0.86 accuracy,
0.76 sensitivity, and 0.93 specificity. No side set
model performances are 0.83 accuracy, 0.71
sensitivity, and 0.93 specificity. Figure 3(c) shows
unstable in long run. It seems to train using the large
network with small batch side. However, the model
performances were tested with testing data. Although
these results show that all models are no significant
differences in classification performance.
Nevertheless, the main difference between right lung
and left lung is that the anterior border of the left lung
consists of a deep cardiac notch whereas right lung is
straight. It means that the exchange of respiratory gas
between left and right is difference. Therefore, the
breathing sound from left and right lung are
difference. For this reason, the cross-model
performances were evaluated to test this assumption.
The cross-model performances are shown in Table II.
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Fig 3 the training and testing report and overall confusion matrix of the proposed model performance (a) model
performance from the left side (b) model performance from the right side (c) model performance from the no side

set
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TABLE IL COMPARISON BETWEEN THE PERFORMANCE OF THE CROSS-MODEL PERFORMANCES

Testing data/Model Left model Right model No side set model
Left 0.85 0.76 0.68
Right 0.78 0.86 0.65
No side set 0.68 0.65 0.83
TABLE IIL COMPARISON THE PROPOSED FRAMEWORK AND OTHER METHODS
Study Sensitivity Specificity Accuracy

Liu et al. (2019) [15] - - 0.81
Minami et al. (2019) [16] 0.28 0.81 -

Saraiva et al. (2020) [17] - - 0.74
Gairola et al. (2021) [18] 0.40 0.72 -
Pham et al. (2021) [19] 0.26 0.68 -

Petmezas et al. (2021) [20] 0.52 0.84 0.76

Proposed method 0.74 0.91 0.85

Finally, a comparison in average performance
between the performance of the proposed framework
and other methods in recent relevant studies of lung
sounds is presented in Table III.

The proposed framework tends to achieve high
performance when compared with a recent study. A
highly sensitive test means that there are few false
negative results, and thus fewer cases of the disease
are missed. A highly specific test means that there are
few false positive results. It may not be feasible to use
a test with low specificity for screening, since many
people without the disease will screen positive, and
potentially receive unnecessary diagnostic procedures.

V. CONCLUSIONS

This study proposes respiratory  sound
classification using Deep Convolution Neuron
Network (DCNN) to distinguish spectrogram images
from the respiratory sound in Bronchiectasis,
Bronchiolitis, COPD, LRTI, Pneumonia, URTI,
COVID-19, and Healthy. ICBHI 2017 Respiratory
Sound Database including COVID-19 from Coswara
databased were used in our experiments. The potential
results show that single left model, single right model,
and no side set model are no significant differences in
classification performance. However, the Ilung
characteristics and lung functions are different among
left and right. It means that the exchange of
respiratory gas between left and right is difference.
Therefore, the classification model should be
separately considered. The cross-model performance
results show that the left data is consistent with the left
model. As same as the right data is consistent with the
right model. Furthermore, the experiment found that
mixing training data built the no side set model is the
lowest performance. In addition, the proposed
framework tends to achieve high performance when
compared with a recent study.

On the other hand, the limitations of the present
study could be summarized in three parts. First, the
other location such as the Upper, and Lower lungs

should be included to complete the lung location.
Second, other pre-training model such as Inception, or
ResNet should be performed to compare the model
performance. Finally, more datasets should be
considered for more reliable.
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