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Abstract I, Introduction

The most popular method of early breast cancer detection Mammography is widely used to detect abnormal

is mammography, which uses two views: the Medio Lateral breast mass. Inpractice, the radiologists manually interpret

Oblique (MLO) and the Cranio Caudal (CC). In practice, both views simultaneously. However, the performance

experienced radiologists interpret both mammography views in the manual analysis is less in a specificity of 91% and

in order to categorize them as normal or abnormal. a sensitivity of 84% [1]. Single-view and double-view

However, human error has been found in classification. mammographic examination by well-trained radiologists were

This study proposes multi-view combination using mutual compared in many studies [2], [3], [4] and reported high

information and 3-D Euclidean distance for breast cancer detection rate. Klein et al. [5] reviewed some pitfalls in

classification. The public dataset Breast Cancer Digital CC-view and MLO-view, then, they suggested that the pitfalls

Repository (BCDR) including 600 CC-view and 600MLO-view may reduce by finding the image correlation or image integration

was used in this study. Our method divides into five steps. from both views. According to previous reports [6],

First, pre-training with deep convolutional network was used it is possible to share information between MLO-view and

to extract the significant feature. Second, principal component CC-viewforbreast cancerclassification.Themost developments

analysis (PCA) was simultaneously computed the principal of Computer Aid Diagnosis have widely used machine learning

components. Third, mutual information (MI) was measured based on Deep Convolutional networks (DCNNs) [7], [8].

the mutual dependence between components and class label Multi-view learning has been introduced to integrate

for selecting the best component group. Fourth, 3-dimensional the heterogeneous input view. In medical diagnosis,

Euclidean distance merging was established to merge both the decision features are derived frommultiple medical evidence

views. Finally, the support vector machine was performed to and integrated into a final decision. The many simple

classify breast lesion in normal, benign or malignant. approaches apply concatenation method to fuse the data,

The model accuracy is 99.33%, and AVC is 0.98. The results but concatenation features further increase the high-dimensional

demonstrate that the performance of our strategy is more problem [9]. Single value decomposition (SVD), principal

improved when compared with other combination studies. component analysis (PCA), or canonical correlation analysis

(CCA) have been used to find a set of new low dimensional

Keywords: Multi-View Learning, Data Integration, Data space. Therefore, this study proposed multi-view combination

Fusion, Breast Cancer Diagnosis. using mutual information and 3-D Euclidean distance for

breast cancer classification.
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2. Literature survey anduncorrelated. Multiple views unlike single view, it concerns

There are many difference approaches of obtaining correlationand ensures their compatible between multiple views.

the multi-view classification and it is related to many research If carried out the correlation across the views, shared

fields. Jouirou et. ai, [10] developed a method for extraction representation is well performed in multi-view learning.

and fusion from both CC and MLO views. Their experimental Consequently, we proposed the nearest merged method using

results showed that the fusion of the CC and MLO views the 3-D Euclidean distance for breast cancer classification.

might improve the rates of the descriptors evaluated. Different This approach makes certain that only the same characteristics

fusion strategies were designed into two schemes [II]. of variance were merged before the classification task.

First, Soft Decision Fusion Schemes make use of the posterior

probability estimates of the single-source classifiers, 3. Preliminary Theories

whi~eHard Decision Fusion Schemes performed rules to fuse This section discusses the relevant theories for resolving

on the hard decisions. These fusion schemes demonstrate that our methodology, including Convolutional Neural Networks,

multi-view strategy performance was improved when Principal Component Analysis, Mutual Information, and

compared with single-view systems. The suitable feature Euclidean distance, and others.

fusion was introduced by Sasikala et. aI., 2022 [12] using 3.1 Convolutional Neural Networks

Canonical Correlation Analysis (CCA). According to Convolutional neural networks are a specific subset of

the observation, decomposition projection schemes such as artificial neural networks that substitute the mathematical

SVD, PCA, or CCA have been investigated for combining operation convolution for general matrix multiplication in

information from CC-view and MLO-views to improve at least one of its layers. They are employed in image

classification performance. However, there are currently processing and recognition. Complicated functions when used

two main limitations. The first limitation, deciding the number deep architectures could be represented in high-level

of components, many studies argued that keeping all abstractions [17]. However, the depth layers were affected

components were unnecessary [13]. In practice, with learning time, then, This problem can be sole using

only the k-components with high variance scores were used the pre-trained model that reported in large-scale image and

in further analysis. Another selection method is based on video recognition [18-22]. Figure I shows the proposed

the proportion of the total variance explained in 70% to 90% [14]. architecture.

Graphical approaches [15] suggested the eigenvalues scree plot. 3.2 Principal Component Analysis (PCA)

The eigenvalues of each component are plotted and applied Before starting with PCA, a foundation using in PCA was

a straightedge to the bottom portion of the eigenvalues. explained such as covariance, eigenvectors, and eigenvalues.

The values ofk are given by the point at above the straight line Covariance: Covariance has been used to measure

were chosen [16]. However, the principal eigenvectors were not the correlation and distribution between n variables.

considered only in component selection but also should be The formula for covariance could also be written as:

considered the consistent target class label.

Therefore, we proposed the mutual information (MI)

measuring the mutual dependence between component and Eigenvectors and Eigenvalues: Eigenvectors are two

(1)

class label. The second limitation, previous combination multiplications between matrix and vector. For example:

approaches proposed a concatenated feature vector,
A = (~ ~), v = (~),:. Av = 4 (~), A = 4but different sources of information usually have correlated

tid ~ d ~
't118,UJU't12 mn!)1A3J - fi\.lmA3J 2565
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Matrix A can be thought of as a transformation matrix that

the eigenvector arises from. Each eigenvector Ai has

an associated eigenvalue Vi which is the variance of the

extracted vector vi" The eigenvectors and eigenvalues are

calculated as:

(A - AJ)Vi = 0, I = [~ ~] (2)

where matrix A is covariance matrix, J is identity matrix.

Vi is an eigenvector of D. Each eigenvector Vi havey Y

an associated eigenvalue Air'which is the variance of

the extracted feature C. The eigenvectors in Vi are sorted,
J" )"

so that A, > ... > Ak• In PCA, the points are projected in

the directions of maximal variances, these directions. are

the eigenvectors of the covariance matrix that has the greatest

eigenvalues. The new data matrix C;,Xk is defined as:

C=XVi
Y Y r

(8)

This problem may be solving in linear equations. This process This matrix is called components Cywhich each row of

establishes the eigenvectors that involve transforming this matrix is a point and each column an extracted feature.

the data in PCA. 3.3 Mutual Information

Principal Component Analysis: It is a method to reduce The mutual information (Ml) for classification was defined

data dimensionality. The original features were eliminated as the probability of cross relation between components

possibly correlated variables and combined them into and opposite class labels, then the MJ can be maximized

a smaller number of principal components which project data the probability of the classification that defined in

points into the directions of maximal variance within new

space. Suppose that the dataset is represented in a matrix. (9)

The dataset matrix Xi with n points and q features. 3.4 Euclidean DistanceIIxq

Each row of X is a data point and each column is a feature. The distance between variables could be considered

The j point is defined as a q dimension column vector x, for the relationship among them. Euclidean space is represented
)

j = 1,... .n and the data mean vector is:

X' = [!]
n

X· = [~~]J :

Xjq

(3)

(4)

(5)

(6)

by Euclidean metric that ordinary straight-line distance

between two points. Two points P and q, ifP = (P" P2"'" p)

and q = (q" q2"'" «) are two points, distance (dst) fromp

to q is given by the Pythagorean formula.

dst = J (Pl - ql)Z + (pz - qz)Z + t»« - qn)Z
= ,J''Li=l(Pi - qi)Z (10)

The nearest distance quantifies the similarity between

two objects. This is importance to merge two correlation

objects. The nearest operation betweenPiand qican be defined

as:

(11 )

4. Research Methodology

The centered matrix isX having thej'h row equal to (x.-x Y, The design and development of Multi-view combination
)

The covariance matrix of X is defined as Equations 1, in solving breast cancer classification consist of five steps.

Each column Vir' for i = l , ... ,k of the matrix.

V;= [v;, ...,v:] (7)

I'lTHITn 'YI~hl.ra iit'iTHI1U'YIfT
Information Technology Journal

a) Input image: the input images were fed to the training

step (Fig. 1a).

~I...I Q..I ..=I Q,,;
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(a) (b) (c) (d) and (e)

Proposed
Merge-Iaye

Normal

Benign

Malignant

Figure 1. VGGI6 Pre-Trained Layers was First Applied with each Input Images Called based Features. The Output

Features from these Layers Called Individual Features. Then, Output Feature Feed to PCA Layer Follow by

Classification Layer.
b) CNN: the pre-trained model was trained the training

dataset (fig lb) followed by CNN top layer for learning

individual feature.

c) PCA: the PCA was used for dimensionality reduction

by projecting each data point onto only the first few principal

components (fig Ic) followed by feature selection using

mutual information technique for selecting the relevant

features.

d) Information merging: the Euclidean distance was used to

combine the principle component instead of concatenation

method. (fig Jd)

e) Classification: Support Vector Machine was classified

the merging feature as normal, benign, or malignant.

4.1Materials

Digital Database for Screening Mammography (DDSM)

[23] (600 CC-view and 600 MLO-view) was used in this

study. There are divided into three class normal, benign,

or malignant. The dataset was slit 70% for training and 30%

for testing. Figure 2 shows the sample MLO view and CC

view breast images.

4.2 Feature Extraction

VGG 16 pre-trained layers was first applied with each

input images calledbased features.Because of the heterogeneous

dataset, the top-model layers were individually designed and

'!;'lId Q; .J Q;

lJ'Yl18auun 2mntj1fUJ-ll"11flaJ 2565
Vol. 18,No. I, January - June 2022

Figure 2. Sample Mammographic Image in MLO View and

CC View.

fine-tuned to apply with based features. The output features

from these layers called individual features that were ready

to use the next step.

4.3 Principal Component Analysis (PCA)

PCA process can be done follow:

a) Form two data sets into the matrix using Eq. (3).

LetXI be the first dataset, while X' be the second dataset.nXq nxq

b) Separately compute mean vector along each matrix

using Eq. (5).

c) Centered the data by subtract each column vectors XI. xq

and X::,xq by their mean vectors using Eq. (6).

d) Separately compute covariance matrix using Eq. (3).

e) Separately compute eigenvector using Eq. (7), V,I

11'H'I1.n'YlflT"Tav<'I1.HmL'Ylfll
Information TechnologyJournal
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from X' and Vl from )(2 that correspond with theirn x q X n xq

eigenvalue A.r! and AXl"

f) Separately establish C' using Eq. (8), the first dataset
.Y

components defined as C~,while the second components

defined as C', From the Eq. (8), it should be defined in
y

the linear combination of the original feature is written as:

C=/Ji Y +Ri Y + ...+/Ji yy 11 I }JIl 1 Iq q

The weights a and /J are obtained from the eigenvector

ViXI and ViXl associated eigenvalue I~.A_~, which is the variance

of the extracted feature.

The eigenvectors in V; are sorted, so that.A.l> ... > .A_k'

The first component is the largest variance of XI and Xl'

while the second component is lower variance than the first.

The remaining components were defined with CI> Cl> C.
Y Y y

The variance scores are defined in eigenvalues, Let.A_1 > .A_2y- )'

> .. ~.A_~ ~ O. The obtained principal component based on

the number of features. Let .A_Iy ~ .A_ly~ .. ~ .A_Py for the first

dataset as similar as the second dataset t' > .A_2> ... >.A_qy- y- - y

In practice, only the k components with high variance

scores were used in further analysis. Previous works as

followed by David A. Ratkowsky [24] suggested

the k-components that larger than average eigenvalues.

Another selection method is based on the proportion of

the total variance explained in 70% to 90% [25]. Graphical

approaches [26], [27] suggested the scree plot which plotted and

applied a straightedge to the bottom portion of the eigenvalues,

then, the values ofk are given by the point at above the straight

line were chosen. However, the component of the highest

eigenvalue was less suitable for classification than another

component [28]. Therefore, we proposed a method to select

components by mutual information schemes.

4.4 Estimating Mutual Information of Principal

Components

The mutual information of two datasets can be calculated

from equation (9).

111'l~1'H'n~r"raU~1'l~,"L'nFl

[nformationTechnologyJournal

Where y be C , I be target class of X' and Xl .}' 'Y 11 »q 1/ xp

For any particular value of component, a low probability

means that outcome is less likely to occur, and these variables

should not be appearing, while a high probability variable

should be appearing for classification, then, the components

which have MI scores over mean were included in group.

4.5 Merging using 3-Dimensiooal Euclidean Distance

For the process followed by principal component analysis

and selected component method, the merging process was

performed using 3-dimention Euclidean distance between

the significant points of components. The 3-Dimensional

Euclidean distance was calculated between any three

components points in space corresponds to the length of

a straight line drawn between them. Consider a collection of

3 points {C~, C2" C) are the first 3 components of the first

dataset and {CI, C2, C' }are the first 3 components ofy y y

the second dataset. Followed by Equation (10):

4.6 Classification

The classification stage was performed to classify

tumour lesion using Support Vector Machine to categorize

the breast mass either as normal, benign, or malignant.

The k-fold cross validation procedure was used to obtain

the performance evaluated by Confusion matrices including

sensitivity (true positive rate), specificity (true negative rate),

over all accuracy, and ROC.

5. Experiment Results

5.1 Result in Principal Component Analysis

The PCA aimed to extract the most important features.

Table I shows the total variance ofCC-view and MLO-view.

Both views show five principle components with eigenvalues

greater than 1.0. The percentage of cumulative shows 90%

explains variance. The scree plot as show in figure 3 represented

-:<'1"" .... "" ....un 18 iUJU'n2mn!Jl~3J - fi,"11~3J2565
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Table 1. Total of Variance Explain ofCC-View and MLO-View Features.

Total Variance Explain

CC~view MLO-view
Component

Total %Variance % Cumulative Total %Variance %Cumulative

I 17.779 48.052 48.052 19.561 44.456 44.456

2 12.239 33.078 81.129 16.907 38.425 82.880

3 1.631 4.409 85.538 1.839 4.180 87.060

4 1.213 3.278 88.815 1.352 3.073 90.133

5 1.079 2.915 91.731 1.227 2.788 92.921

Sc,..PIOI Scr .. Ptot

1 3 5 7 9 t 1 13 15 11 Hl 2t II 2S 21 29 :U 33 ss 31

COftIItOft""NuInbM

1 3 S 7 9 11 13 1S 11 19 21 21 zs 11 29 31 33 35 3' 39 41 .0

ce....ontnt Numb.,

Figure 3. Scree Plot of cc- View and MLO- View.
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Figure 4. The Merging Comparison ofCC-View and MLO-View using all Compnents (a) and Nearest Component

using 3-D Euclidean Distance (b).
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Table 2. The Performance Comparison with Other Researches.

Paper System Sensitivity Specificity Accuracy AVC

Bekker et. al (2016) [29] Model based 78.80 78.7 78.7 0.89

Carneiro et. al. (2017) [30] Model based - - - 0.96

Shen et. a1. (2019) [31] Model based 86.10 80.10 - 0.91

Sasikala et. al. (2018) [32] PCA 93.00 91.18 92.50 -

Sasikala et. a1. (2018) [33] CCA 96.60 95.60 96.10 -

Proposed PCA+MI+3D 99.00 99.50 99.33 0.98

the variance scores. The components that have high variance

(more than 1) are popularly selected for the classification

process. When the feature selection is affected with

the performance of classification process, the consistent

between feature and target class label should be considered.

Then, the mutual information scores over mean of each

component were selected. Figure 4 shows MI scores

of two views.

5.2 Merging of Information

The 3-Dimensional Euclidean distance was calculated

between any three components points in space corresponds

to the length of a straight line drawn between them.

The results showed that only the nearest pair were merged

and used in the classification process. Figure 5 shows

the component distribution in 3-dimensional Euclidean space.

All components merging (Figure 4a) and nearest component

merging (Figure 4b) was compared. The comparison result

show that the nearest component merging of CC-view

and MLO-view is closer than all component merging.

5.3 Classification Performance

Mammography dataset was classified into three classes

(Normal, Benign, ofMalignant),The SVM was used to classify

this merged dataset. Sensitivity, specificity, and overall

performance are 99.00, 99.50, and 99.33 respectively

(Figure 5). The AUC is 0.98 (Figure 6).
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Our approach was compared with the previous works followed by merging method followed by principal component

(Table 2). Many studies show the high performance analysis. Then, the concatenation method was used to merge

classification when using multiple views ofbreast mammogram. among two component groups. In contrast with these methods

In addition, this study found that using the feature selection [32], [33] concatenation component method has not satisfied

method is outperform using all features. A few recent studies with statistically different and inequality dimensions of datasets.

proposed matrices decomposition techniques such as SVD, Consequently, our work proposed the nearest merged method

PCA, or CCA followed by the classification stage and showed using the 3-dimension Euclidean distance instead general

the good performance. Generally, the values ofk-components concatenation method. Itsignificantly increased the diversity

are chosen by the high eigenvalues. To extend from the previous of records. We also found that the abundant of training data

studies, the mutual information score between component may improve the model accuracy.

and class label were included in group. In addition, the most The present study was designed to combine the feature

studies applied concatenation method to merge the principal from CC-view and Ml.Ovview. In agreement with [36]

components. Nevertheless, not at all components were demonstrated that learning from multiple view would be

concatenated because datasets were statistically different better than single view. This is supported by [5] reviewed

and inequality dimensions. Therefore, the merging using some common pitfalls in breast image and suggested to

3-dimention Euclidean distance between the significant explore correlation of image or integrate of double reading.

points of components could be achieved in better performance This study presented the methodology of multi-view learning

compared to the existing method. for breast cancer diagnosis. Our proposed achieved in

better performance compared to the existing method.

6. Discussion and Conclusion Although early cancer diagnosis is the key to improve

The high data dimension that affected with learning the patient quality oflife, the false positive and false negative

performance is widely reduce using Principal Component are appearing. Therefore, accurate and reliable tool will become

Analysis (PCA). The objective of this work not only reduced developed to help the clinician decision. Our experiment

data dimension but also considered regarding the consistency indicated that false positive and false negative tended to reduce,

between components and class labels. Therefore, the supervised furthermore, overall accuracy is better when compared with

PCA have been proposed including mutual information to other strategies. For future works, the proposed method can be

extend the standard PCA. We also found that the components extended to the problem with other datasets such as patient

including with MI could be more sustainable against demographics, health history record, ultrasound image,

the class labels. These results are consistent with previous or pathological image. Another research investigation is to test

research [34]. They defined class representatives and the method with not only cancer diagnosis but also cancer

computed PCA for these points. Other studies, the posterior prognosis should be explored.

probability was introduced [35] selected the same features

as PCA but selected the ones that minimized the Bayes error 7. References
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