
10/27122,1248 PM International Journal of Advances in Intelligent Informatics

HOt~E ABOUT lOGIN REGISTER CURRENT ARCHIVESSEARCH ANNOUNCEMENTS EDITORIAlBOARD INDEXING

International Journal of Advances in Intelligent Informatics

Home> Vol 8, No 2 (2022),-----,-----,------------------------,--------'-----------,,-

Journal title
Initials
Abbreviation
frequency
DOl

Print ISSN
Online ISSN
Editor-in-chief
Publisher
Orqeuzer
Citation Analysis
Cite !JAIN

International Journal of Advances in Intelligent Informatics
!JAIN
Int. l. Adv. Intell. Informatics
Three issues per year
prefix 10.26555 by",Crossref
2442-6571
2548-3161
Andri Pranolo
Universitas Ahmad Dahlan
Informatics Dept. - UAD,and ASCEEComputer Society
SCOPUSCiteScore Tracker 2020 I Web of Science I Google Scholar
!JAIN_coll.bib I !JAIN_coll.ris I UAIN_coll.xml

International Journal of
Advancesin Intelligent-

International Journalof Advancesin IntelligentInformaticsis a peer­
reviewed open-accessjournal. The journal invites scientistsand
engineers worldwide to exchiYlge and disseminate theoretical and
practice-oriented topics of advances in intelligent
informatics within the whole spectrum of intelligent
informatics. The scope includes, but is not limited to, Machine
Learning & Soft Computing, Data Mining & Big Data Analytics,
Computer Vision & Pattern Recognition, and Natural language
processing. Submitted papers must be written in English for the
minimum requirements of the initial review stage by editors, and a
further review process by a minimum of three reviewers.

Artifio,,1
l"toll;9'""'''

SJR2021

0.3 9 __ _&:.;~

powered by 5C!ITI.3qOJr,com

Since October 2017,the journal has been ACCREDITATEDwith
"A" or "1st" grade (the highest grade, SINTA1) by the
Ministry of Research, Technology and Higher Education
(RistekDikti) of The Republic of Indonesia as an
achievement for the peer-reviewed journal that has excellent
quality in mcrlagement and publication. The recognition published
in Director Decree No. 48a/E/KPT/2017 October 30,2017,& No.

511 EIKPTI2017 December 4, 2017, and No,30/E/KPTj2018 October24,2018, validuntil2022, !JAIN
has been ACCEPTEDfor SCOPUSindexing since June 5, 2018.

~ DOAJRnaIlY, accepted end published papers will be freely accessed in this website CIld the• SeaLfollowingabstracting& indexingdatabases:

• SCOPUS
Directory of Open Access Journals (OOAJ)
ASEANCitation Index (ACI)
Science and Technology Index (SINTA)by Ristekdikti of The Republic of Indonesia
EBSCOHost (Database: Applied Science &Technology Source Ultimate)
ProQuest llC (a license agreement signed on M..-ch20, 2018)
Microsoft Academic Search (MAS)
Crossref Search
GOOGLEScholar
Public Knowledge Project (PKP)Index
Journal TOCs
GARUDA:Garba Rujukan Digital by Ristekdikti - Indonesia
Indones ia One Search
BASEBielefeld search engine
OClC WortdCat
Indonesian Scientific Journal Database (ISlO)

The journal has been listed in

SHERPA/RoMEOpolicy
LOCKSSArchiving system
UlRICHSWEB ProQuest
ROADISSN
EZBUniversitat Regensburg
Open Science Directory by EBSCOinfonnation service

OAlAddress

Intemational Journal of Advences in Intelligent Informatics has OAI address:
ht~:II;jain.or9/inde><.php/UAIN/oai.

Before submission,
You have to make sure that your paper is preoe-edusing the IJAINpaper TEMPLATE,has been
carefully proofread and polished, and conformed to the author's guidelines.

Online Submissions
• AirPMV h~vp ""I Jc;Pm~mp/P~c;:wnrrl fn,. Tntpm~tinn",,1lnllm~ nf Ariv.::mrpc;:in TntpUiI1PntTnfnrm.::lHrc;:?

httpsllijai n.org~ ndex. php/iJAI N/index

QUICKMENU

Editorial Team

Reviewer

Focus and Scope

Author Guidelines

Publication Ethics

Open Access Policy

Peer Review Process

Online SUbmission

Author( 5) Fee

Contact

USER

TEMPLATE

JOURNALCONTENT

Search

Search ScopeI All vi
I Search I
Browse

• By Issue

• ByAuthor
• ByTitie

TOOLS

CURRENTINDEXING

Scopus']
1/4



10/27122, 12 48 PM International Journal of Advances in Intelligent Informatics
.w' l "~T"""" ~ ' "·-1' _ "'.- , ••, ,.,-~ " ,~-,

GO TO LOGIN
• Need a Usemame/Password? GO TO REGISTRATION

Registration erd login ere required to submit items online and to check the status of current submissions.fin

Announcements

Change of Editor- in-Chief

At 9 May 2021, Prof. Siti Mariyam Shamsuddin passed away and we saddened by the sudden demise of our Editor-In-Chief. From 9
May 2021, Assist. Prof. Andli Pranolo will take over the position of Editor-in-Chief.

Andri Pranolo has worked as Editor-in-Chief (2015-2016) at the beginning of this journal, and Managing Editor during the period of
2016 to 2021. He is a lecture of Universitas Ahmad DahlCl1, Indonesia as the publisher of this journal.

Posted: 2021-05-09

SAINUAIN 2mS Proceedings published in IEEEXplor digitallibral)'

IEEE Xe_!ore®
Digital Library

pee- SAlN DAIN Authors,

CongrabJlations! 2018 InternationalSymposiumon AdvancedIntelligentInformatics(SAIN)has been posted to the
IEEE Xploredigital library effective 2019-03-25.

https:/lieeexploreJeee.org/xpl/mostRecentIssue.jsp?punumber=8671676

The 2019lnd International Symposi.Jm on Advanced Intelligent Informatics (SAIN) is an international symposiumwhich
covers Intelligent lnfonnatics scope that indudes four (4) majors areas, 1) M~hine Leaming and Soft Computing, 2) Data Mining
& Big Data Analyties, 3) Computer Vision CI1d Pattern Recognitioo, and 4) Automated reasoning.

Thisconference is hosted by Univenitas Ahmad Dahlen and organizedby the International Journal of Advances in
Intelligent Informatics.

Posted: 2019-04-05

IJAIN- is accepted by SCOPUS

:Scopus']
Dee- lJAIN contributors,

Proudly I announce you that International Journal of AdvCllcesin Intelligent Informatics (!JAIN) has peen EVALUATEDMIdACCEPTED
for inclusion in SCOPUS. It is impossible to get without your rnevelous paticipatlon. Therefore we would like to invite you to
contribute your best article to boost our journal reputation.

Once more, thank you for your participation and please keep in your heart that IJAIN are us.

Best regards

DAIN Editorial Te.."
http://ijain.org

Posted: 2018-06-06

201SInternational Symposium on Advanced Intelligent Informatics

.~.IEEE]
The 2018 International Symposium onAdvanced Intelligent Infonnatics (SAIN2018) is MI international symposium which
covers Intelligent Infonnatics scope that indudes four (4) majors ereas, 1) Machine Leeming MIdSoft Computing, 2) Data Mining
& Big Data Analytics, 3) Computer Vision end Pattern Recognition, and 4) Automated reasoning. SAIN 2018 will be held on August 29~
30, 2018 in Educational city of Yogyakarta, Indonesia.

This conference hosted by Universitas Ahmad Dahlen CI1dorganized by the International Journal of Advences in Intelligent
Informatics (!JAIN). The Letter of Agreement (LoA) of technical co-sponsorship for SAIN 2018 has been signed CI1dapproved by IEEE
Indonesia Section, end registered as an IEEE conference with conference record number 44120.

More Information: SAIN 2018

Posted: 2018-02-04

IJAIN- Accreditated "A" by RistekDikti ofThe Republic of Indonesia

Qs.T!1J.a.0]
Dea- DAlN contributors,

Proudly I announce you that International Journal of Adva1ces in Intelligent Informatics (!JAIN) has reach another great
achievement. The most recent achievement is

ACCREDrTATED with "A" grade (the highest grade)
by Ministry of Research,Technology and Higher Education of the Republic of Indonesia, Decree No. 48a/E/KPTj2017, October 30,
2017.

https llijain.org~ndex. php/lJAIN/index

DOAJ~QI
G"SEAN

CITATION
INOt::X

! .... Crossref

I ~ EBSCOhost I
~228k- I
fuL)i_~-1
MoreAbstracting &

Indexing ...

REQUEST INOEXING

• SCOPUS (ACCEPTED)

" Submission Received: July
26,2017

.. SubmiSSionAccepted: June
5,2018

.. SCOPUS CiteScore
'rreexe ...2020

II> Web of Science

to Latest submission: June 11,
2018

.. Web of Science Citation
Analysis

• lET INSPEC

" Added to review: June 5,
2018

• COMPENDEX

" Submission: Odober 15,
2017

" Resubmission: September
27,2020

CROSSREF

v' are
OS~t"_,

Member

INFORMATION

" For Readers

" For Authors

.. For Ubrartens

ISSN BARCODE

III~IIIIIIII1
2/4



"

10/27(22,1248 PM International Journal of Advances in Intelligent Informatics

Thank you for your participation and please keep in your heat that UAIN are us

DAIN EditorialTeam
http://ijain.org

Posted:2011-12-22

More Announcements ..

Vol S,No 2 (2022): July 2022

Table of Contents
Articles

Cluster analysis and ensemble transfer learning for COVID-19Clil5sification from computed tomography
scans
(1) Lyubomir Gotsev (stZJ~ Lhiy.slty of Lbrary Studies rldlnformlJtion TednoJogJes, SCHlI, ElJ/g6I6, 8uJg~J8)
(2) Ivan MitXov (stilte Lhi~sJty of LbrlrY studieslind InftxtniltJon TednoJogies,50&, 8uJg6rill,&J/gIrIil)
(3) Eugenia KovatdJeva (stZJts Lhlvl!f"sity of LlxiUY Studies lIftd Informlltion 16dJnologJes, SOflll, &J/f16ii1, &J}giJriiJ)
(4) Boycrl Jekov (stat!> U1irerslty ofUl:nry ~s lind Infamlftim TecinoJogies, 50&, BulgI¥i6, BuJrpr/lI)

(5) Roumen Nikdov (stZJteUniversity of Lbrllfy StJ.JcJles.wlnformtJtion TeclnoJogJes, Soflll, &JlgMa, SuJg.JiJj

(6) Elena Shoikova (stZJte Lhlvtfl'sityof LbriUyStudiesrldImortnlltion Tecmo/c)ges,SOlill,&J/gMIa,8uJgl¥iI1)
(7) ""dena Petkova (state Lh/llel'sity ofLbrlUY stlJdies ~ Intormillion TedmoJogies, SOflil, Bu1gl1fi6, 8uJgar/~)

. 10.25555/ijain.v8i2.811ai Views of Abstract: 272 I PDF: 111

135-150

Analysis of color features periormance using support vector machine with multi-kernel for batik
cless ification

(1) Edy Wina-no (t.rIlrersit6S stikl.OMic, Indonesl4)

(2) Wwie1 Hadikumiawati (Lh/rersltlls Stl<l..i»r*, IndonesJ~)

(l)Anindita SeptiiYini (MJ}6WilTTnlJn l.i1Irerslty, Indones/~)

(1#)Hamdini Hamdani (MJllIwmmlln LnJrersity, Ind0nesi6)

10.25555/ijain.v8i2.821at Views of Abstract: 3311 PDF: 117

151-164

Optimizing complexity weight parameter of use case points estimation using particle swarm optimization
(1) ArdiiTISYciJ ArdicnsyciJ (DepiITtment of Elt!ctrlclJl &Jgineerng "" InforfTJlltionTeclna/ogy, LhirersJtas Gad_J;lM!d.!, Yog;wbrt1J I
DeFMrfmentof Infcrmatics, I«ulty of IndJsir01 Technology, I..ilirersitas)hm«J Dti7Ji1n,Yogy~brta, IndonesiIJ)

(Z)Ridi Ferdicna (Departml!r7tof EJectrictJlEngheerngand Informi1tir:n TedrJology, U1/rersitlls Gadjah MadIJ, rogy~arta, Indones/ll)

(3) Adhistya Ema Permanasari (Departmentof ElectriCal Engileerilg ~ndInformi1tion Tec/nology, U1IrersU:asGadjah Madil, Yogy~/a"tlI,
Indonesia)

10.25555/ijain.v8i2.811at Views of Abstract: 150 I PDF: 53

165-184

Deep neural network-based physical distancing monitoring system with tensorRT optimization
(1) Edi Kurniawan (Re5ei!Jlch Center fa FtJotrJnJcs,NMional Researrh ~ndlnnorattln Agency (BIUN), Ti!TJ!}f!Ti117gSeIat1ln, Indonesia)

(2) Hendra AdinCIJta (Research CenlBf for HyaocJnilTT1JcsTer::frJo/ogy,Ni1ticnal Research and ImorMion Agency (BRIN), !XIaya, Indonesia)
(l) Suryadi Suryadi (ReseiUCh Center for FhotrJnlcs, National Research ~ Irnoration Agency(BRlN), 7MgerMg SeIiJtlm, Indonesiil)
(4) 8emadus Herdi Sirenden (ReSHfCh Centl!r for Electronics, National Research lind Imor~tJon Agency (BR1N), nJngerMg S6liJtlln,
Indonesia)

(5) Rini Khamlmatul Ula (ResHfCh C6'ltl!r for FtJotonJcs, National ReSNrrhll!1d JhnoratJon Agency (BRlN), »fnger~ng SeI.JWJ, Indonesia)

(6) Hari Pratomo (Researrh Centsr for Ftlotonlcs, Natit:>N1Rese~rch ~ Imor~OOn AgI!Incy(BR1N), TMger6ng 5elmn, Indcnesj~)

(7) Purwowibowo Purwowibowo (Rese~rch Center for Photonics, NatiorMIResfJiJlch~ lmor~tJon Agency (BRlN), ~nger~ng Selar"n,
Indonesia)

(8) Jau Ahmad Prakosa (ReSNrch Qrlter for FtJotonics, N8tional Researrh ~ndInnoWltionAgency (BRlN), T.mgerang SeIaWJ,Indonesia)

'. 10.25555/ijain.v8i2.824ffl Views of Abstract: 172 I PDF: 62

185-198

.-bforCOVlD-l.X·
199-209

Conuast enhancement for improved blood vessels retinal segmentation using top-hat transformation and
otsu thresholding

(1) Muhammad Arham; (PoJitsknJ<Hegerl Lhoksel.lTJilwe, Indonesiil)

(2) Anita Desiani (I..hiversltas 5riw/j6Y6, Indon8Si~)

(l) Sugandi Yahdin (U1irersitJJs Sliwij6y~, Indonesia)
(4) Ajeng Is/amia Putri (t.iJ/rersJt6S SlM/j6ya)

(5) Rilkie Primartha (U1lrersJt6s SliwiPf6, Indonesi6)

(6) HU5alni Husalnl (FbliteknkHegellthoksec.m6We, lhdones/a)

10.25555/uamv812119ai Views of Abstract: 133 I PDF' 34

210-223

Covid-19 detection from chest x-ray images: comparison of well-established convolutional neural networks
models
(1)Muhammad Amir As'ari (Inst/tJ.JtJ!of Hlmlln Centered &1gileerilg (IHCE), Ln/rersitl TeI<nologlMtJlays/~, .bhor Bafru, MaJay.siiJ)

(2) Nur Izzaty Ab MiTlap (School of Blomedhl Engheerng md He~Jth ScienCBS,I..h/rersltJ Teknologi MtJlaym, .bha&fru, MtJlaysJa)

10.25555/ijain.v8i2.801ai Views of Abstract: 127 I PDF: 29

'&:1
224-236

https:/Iijain. org~ ndex. php/iJAI N~ndex

ISSN Online

ISSN Print

CURRENT ISSU E

KEYWORDS

CNN Classification
Clustering Convolutional neural

network Deep learning
Deep neural networks Effort
estimation Featu re selection
GPU Genetic algorithm Iris

recognition LSTMMachine
Learning f.1achine learning
Neural network Ontology
Optimization SVM
Scheduling Transfer Learning
corrouterVision

3/4



10/27(22,1248 PM International Journal of Advances in Intelligent Informatics
Anovel nyuna arcnmeaes opt.mzatlOn algonmm Torenergy-enlClent nyona TIOWsnop scneaullng
(1) Dana Mcrsetiya Utama (DepmtBmentof IndustTeJ EngiJeerhg, Lhlrersity ofM.JhtJrnrnMJJyilhM6eng,-MiJ/mg,Indmesi6)
(2) Ayu An Putli Selima (Int:iJstrsJEnginetsrrtg/JepiJItTnent, l.i'lirersity of M.JhimrniJdiy6h foIBJmg, Mailmg,Indonesia)
(3)Diill Setiya Widodo(Mitrl.JfactJ.rhg Engheefhg Df!plIrtrnent, I..kJirersity of 17AfpstJ.Js 1945S1..1400YiJ,JndonesJiJ)

o 1O.26555/ijain.v8i2.724 ~ ViewsofAbstract: 146 I PDF:28

'JI:I
237-250

Incremental multiclass open-set audio recognition
(1) Hitham Jleed (l..iJirersityof OttiIWiJ School of EJectricmEnghesrhgmJd corrputer Science., Qrsdir)
(2) Mertin Bouchard (l..hiU!rSIty of ottawlJ School of ElectriciJl Engi'Ieering indComputer Science., Ql176ce)

10.26555/ijain.v8i2.812 ~ ViewsofAbstract: 219 I PDF:25

~
251-270

Il!llntemational Journal of Advances i1lntelligent lnfonnatics

~~;1,;;I[I~;:: ~~~n~:;;::i;fO~;~~~ ~:!t3~~~t (~~~~~~rsitasAhmad D..,lan, and ASCEEComputer Society
Published by Universitas Ahmad Dahlan
W: http://ijain.org

K:~~~;Z~?J:E: info@ijain.org(pC1)erha1dlingissues)
andri.prcr1olojd@ieee.org (publication issues)

JI!!!'... ,-"' .... I!II!i1IDlDViewDAINStats

This work is licensed under a Creative Commons Attrlbution-Sha-eAlike 4.0

https lIija in.orgli ndex. phpllJAI N/index 4/4



..

Scopus Preview Q

Source details

International Journal of Advances in Intelligent Informatics
Open Access Q)

Scopus coverage years: from 2015to Present
Publisher: UniversitasAhmad Dahlan
ISSN: 2442-6571 E-ISSN: 2548-3161

CiteScore 2021 Q)
2.8

SJR2021

0.386
Q)

Subject area: Computer Science: Computer Vision and Pattern Recognition Computer Science: Artificial Intelligence

Computer Science:Human-Computer Interaction SNIP 2021

0.871
Q)

Source type: Journal

IViewall documents> I ISet document alert I e Save to source list Source Homepage

CiteScore CiteScore rank 8{ trend Scopus content coverage

Improved CiteScore methodology
x

CiteScore 2021 counts the citations received in 2018-2021to articles, reviews, conference papers, book chapters and data

papers published in 2018-2021, and divides this by the number of publications published in 2018-2021. Learn more>

2.8 =
295 Citations 2018 - 2021

2.5 =

227Citations to date

CiteSco re =.20~2~1,-- v_ CiteScoreTracker 2022 Q)

106Documents 2018 - 2021 92 Documents to date
Calculated on OSMay, 2022 Last updated on as October, 2022. Updated monthly

CiteScore rank 2021 Q)

Category Rank Percentile

Computer Science

L Computer
Vision and
Pattern
Recognition

#52/94 45thI
Computer Science

L Artificial
Intelligence

#157/269 41st

-- --- ---------
ViewCiteScore methodology> CiteScore FAQ> Add CiteScore to your site cJ>



..

International Journal of Advancesin Intelligent Informatics

Vol. 8, No.2, July2022, pp. 199-209

ISSN2442-6571
199

Feature selection using regression mutual information
deep convolution neuron networks for COVID-19 X-ray
image classification

Tongjai Yampaka ",I, Suteera Vonganansup ",2,., Prinda Labcharoenwongs ",3

a Department of Computer Science,RajamangalaUniversity of Technology Tawan-Ok, Chon Buri, Thailand
, tongjai_ya@rmuUo.ac.th; 2 suteera_vo@rmutto.ac.th; 3 prinda_lab@rmutto.ac.th
* corresponding author

ARTICLE INFO ABSTRACT

Article history
Received March 18,2022
RevisedJune 25, 2022
Accepted July 2, 2022
Available online July 31,2022

Keywords
COVID-19
Medical imaging
Deep neural networks
Regressionmutual information
Feature selection

1. Introduction

Chest radiography (CXR) image is usually required for lung severity
assessment.However,chestX-raysinCOVID-19interpretation is required
expertradiologists'knowledge.This studyaims to improvethe COVID-19
X-ray image classificationusing feature selection technique by the
regressionmutual informationdeep convolution neuron networks (RMI
Deep-CNNs). The dataset consists of 219 COVID-19, 500 viral
pneumonias, and 500 normal chest X-rav images. CXR images were
comprehensivelypre-trainedusingDCNNs to extract the verylarge image
features,then, the featureselectioncouldreducethe complexityof a model
and reduce the model overfitting. Therefore, the critical features were
selected using regression mutual information followed by the fully
connectedwith softmax layer for classification. For the classificationof
two alternativesystems,thesenetworkswerecompared(ResNet152V2and
InceptionV3). The classificationperformance for both schemes were
92.21%, 100%, 90% and 91.39%, 100%, 82.50%, respectively. In
addition,RMI Deep-CNNsnot onlyimprovethe accuracybut alsoreduce
trainable features by over 80%. This. approach tends to significantly
improve the computation time and model accuracy for COVID-19
classification.

While radiographic pictures (typical CXR) can aid in the early detection of suspected instances [1],
[2], they can diagnose with other infectious and inflammatory lung illnesses [3]-[6]. As a result,
radiologists find it challenging to differentiate COVID19 from other viral pneumonias. With regard to
extracting features from chest X-rays, Deep Convolutional Neural Networks (DCNNs) have been
effective. However, DCNNs have numerous drawbacks, including a lack .of available datasets and a
lengthy processing time. To diagnose pneumonia, Vikash et al. [7] presented the idea of transfer learning
framework. A better form of the convolutional neural network (CNN), for instance, is the residual neural
network (ResNet) model, which prevents distortion as the network becomes deeper and more
complicated [8]. Convolutional neural network models have several layers [9], [10].

The numerous pre-trained models have evolved as a result of the pre-trained. For the identification
of lung regions and the classification of various forms of pneumonia, Xianghong et al. [11] suggested
the VGG16 model. COVIDNet was developed by Linda et al. [12] to detect COVID19 instances with

• https:!!doi.org!10.26555!ijain.v8i2.809 ehttp://ijain.orgeijain@uad.ac.id
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an accuracy of 83.5%. Ayrton [13] reported a validation accuracyof96.2 percent using a short dataset of
339 photos based on ResNetSO. The transfer learning approach has been used well in earlier works,
although it still involves lots of convolution and maximum pooling processes. To avoid the limitation of
complex pre-trained model, this study proposed regression mutual information (RMI) that measure the
relationship between features and target class. The general mutual information (MI) is a theoretical
metric that can be used to depict relationships between variables, even when those relationships are very
non-linear and concealed by highly dimensional data. It is independent of any classifiers. The one with
a higher MI between features and target class is more suitable for the classification tasks. Studies on
applying MI to enhance DL networks are currently expanding [14]-[18].

When PCR tests suffer some limitations [19], [20], CXR and CT are necessary and readily available
even in rather distant areas.A few studies have reported rather promising results for the diagnosis based
on CXR imaging [21], [22]. Convolutional neural networks (CNN) architectures for the diagnosis of
COVID-19 have proposed by Narin et al. [12]. They demonstrated that a pre-trained ResNetSOmodel
achieved an accuracy of 98%. When it was challenging to discriminate between typical pneumonia and
COVID-19, Wang etal. [23] created COVID-Net to identify CXR images ofCOVID-19 patients among
patients with viral infections, bacterial infections, and healthy individuals. Although a tiny sample size
was employed, and no information regarding the method's dependability was provided, COVID-Net
managed to attain a PPV of 88.9% and a sensitivity of 80%. Biraja G., et al. [21] used the Bayesian
technique to CXR-based COVID-19 diagnosis in order to employ uncertainty estimation with intriguing
findings. Nevertheless, the samples are insufficient for statistical variability. Our method adds extra
COVID-19 samples to existing datasets, followed by a discriminating Normal, Viral pneumonia, and
COVID-19, and fmally feature selection using regression mutual information. This approach addresses
the drawbacks of state-of-the-art methodologies.

Due to the complexity of the general MI, the search technique for adding or removing any feature
based on high scores or low scores is often sophisticated. Entropy decreases are measured by mutual
information when the target value is present. Mutual information estimators rely on smoothing
parameters, the feature selection greedy approach lacks a theoretically supported stopping condition, and
the estimation itself is hampered by the estimation's extremely high dimensionality. To address this
problem, Regression Mutual Information (RMI) was proposed. In this study, the processes are
summarized as follows: First, the experiments show that the transfer learning from ImageNet could be
used with other domains with the fine-tuning approach. Fine-tuning is a common technique in transfer
learning to perform image classification and recognize classes that they were never trained on when using
pre-trained model. Second, the proposed method is an effectivemodel still maintains a high performance
when using regression mutual information scheme.

2. Method

2.1. Datasets

The experiment datasets are made up of 219 COVID-19 chest X-ray pictures that were downloaded
from Dr. Joseph Cohen's open-source GitHub repository [23]. Additionally, 500 photographs of viral
pneumonias and 500 images of normal chest X-rays were chosen from the Kaggle repository "Chest X­
Ray Images (Pneumonia)" [24]. Based on previously trained models, all photos in this dataset were scaled
to 224x224 and 299x299 pixels. Representative chest X-ray pictures of healthy people, people with viral
pneumonia, and those with COVI::;D=-:::1::9:ar=e::;si:ihoc:wilmn:niin:=:iiF:ii_.•1. _

Yampaka et al. (Feature selectionusing regressionmutual information deepconvolution neuron networksfor .. .)
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(a) (b) (c)

Fig.1. CXR imageswith differececlass(a) normal, (b) viralpneumonia,and (c) COVID-19.

2.2. Experimentalsetup

The inception V3 is introduced as GoogLeNet in 201. There are various Inception modules that make
up the Inception model. The Inception v3 model, which was introduced in 2015, has 42 layers overall
and a reduced mistake rate than its forerunners. The final Inception V3 model shows as Fig 2.

Source: https://iq.opengenus.orgJinception-v3-model-arch ltectu reI

Input: 299x2'99x3. Ou~t:axeX2048

__ .... _ .. __ . _._ ....... .. __ .. _ .... __ .. _ .. __l__ .... __ .. _ .. _ .. .. _._ .... _

- Ca<woIutIon- A"III'ooI- "'uPooi- Conca'- 0._- FuIy-- SoIIma>o

Input:
299Jt299x3

Fig.2. InceptionV3architecture

In their 2015 computer vision research, initially, presented the ResNet model, which made it possible
to train incredibly deep neural networks. ResNet is used to avoid the Vanishing Gradient Problem during
backpropagation (Fig 3). The proposed architecture is represented as in Fig. 4.

5f1"~ tfrlJ,M.JJ
TOlIII,""" 4s-1H.1JJJJ
IS~ lJ1.ym rfrf-lIl.Jf,,J1----------------------

i 1
~!

(IJdljI1I01ri'J

Source: https:llblog.devgenius.io/ITsnet50

Fig.3. ResNet architecture.
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Fig.4.The schematicrepresentationof proposedarchitecture

2.3. Performance metrics

In order to evaluate the performance of different pre-trained models, K-fold cross-validation was
used to verify the training models. The effectiveness of several networks was compared using three
performance measures, including accuracy, sensitivity, and specificity. The predictive formulas were
defined as:

TP
Sensitivity = TP+FN (1)

Specificity = _!!!_
TN+FP

(2)

Accurac = TP + TN
y TP + FP+ TN + FN

(3)

The experiment dataset consist of 3-c1ass classification. Unlike binary classification, the
performance was measured for each individual class. For example, the formulas of class 1 were defined
as:

TP = the number of correctly predicts the positive class 1as positive (4)

TN = TN(classz.z) + TN(classZ.3) + TN(clasS3.Z) + TN(class3,3) (5)

FP = FP(class1,z) + FP(class1.z) (6)

(7)

2.4. Feature extraction using pre-trained models

Many medical data sets have been effectivelyclassified, segmented, and used to detect lesions using
deep learning models. In this study, ResNet50 and InceptionV3 were used to extract the image features.
Fig. 5 shows a lot of versions of the x-rays image with different highlighted features. However, some
images contained weak information (row 2 column 3). When the features were extracted, the main
objective of deep learning is to discover useful representations [25]. For maximizing between the
complete input and the encoder output to learn the useful representations, mutual information was
proposed to address this problem.
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Fig. S. An exampleof the activationmap of imagefeatures

2.5. MutualInformationEvaluation

Information theory can be used to calculate how much information is shared between two variables
in a relationship. When one variable is known, the amount of uncertainty in the other variable can be
lowered. The amount of information that is unclear can be reduced when another variable is known.
When the condition ofY is known, the uncertainty in the state of X is reduced, and the amount of
pertinent information increases. Conditional entropy and probability distributions are typically used to
calculate the classic mutual information. The pointwise mutual information H (Xi Y) pairs estimated
posterior knowledge of the number of each dependent pair. A search technique to choose potential
feature sets X is the mutual information criterion [26]. The complexity typically dictates how each
feature is added or removed based on high or low scores in the search technique. Therefore, the
regression over feature and target classwere established. An image is encoded using a convolution neuron
network until reaching a feature map ofM x M feature vectors corresponding to N input patches. These
vectors were flattened into a single feature vector, x. In this study, the regression mutual information
(RMI) was performed shown as:

RMI(X; Y) = 1- 2:7=1el (8)

(9)

(10)

The correlation between the observed outcomes and the observed predictor values is measured by the
RMI score, which is expressed as a R square (r2). R square, which typically runs from 0 to 1, is the
square of the coefficient of multiple correlation when further regression is incorporated. Then, the new
feature set X was selected from top-S RMI score.
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Fig. 6 show the regression mutual information evaluation process. For example, the fearures of
imagel (see Fig. 3) were extracted and flatted into 56x56 (56x56pixels) and 32 patches. The RMI scores
were computed and selected from top-5. Suppose the feature vector does not support useful
representation. For selecting maximum features, the RMI from the whole input, thus, the feature set
was selected only useful input.

''''

Fig.6. the murual informationevaluationprocess.The localfeatureper imagewasmapand flat in MxMxN size.
Then the RMI scoreswerecomputed.The featuremapswhich havetop-S RMI scoreswereselected.

2.6. Fine-tune and Classification Layer

Training CNN on a small dataset such as medical image often affects the CNN ability to generalize.
Therefore, transfer learning network was used to learn fearures. The final layer (the softmax layer) is
often truncated and replaced with new softmax layers. For instance, a pre-trained network on ImageNet
has a 1000-category softmax layer. Our experiment is performed with three categories of chest x-ray
images. Instead of 1000 categories, the new softmax layer of the network will only have 3. Cross
validation was used to fine-rune the back propagation on the network using the pre-trained weights.
Then, the new features X were parsed through this network to fully connected layer for classification
task.

3. Results and Discussion

The overall objective of this research is to demonstrate the utility of our novel RMI approach for
COVID-l9 diagnosis. Therefore, two sets of experiments were conducted. First, the original models
from the pre-trained were trained to classifyCXR images. Second, the feasibility of applying RMI to
enrich the traditional models was improved diagnosis accuracy.

3.1. Experiment 1: original pre-trained architecture

The input images are fed into the trained ResNet and InceptionV3 to extract image features. Overall
results are summarized in Table 1. By using all the CXR features generated by ResNetl52V2, we obtain
the accuracy of 92.21% (Sensitivity=100% Specificity=90%). With additional features from generated
by Inception V3, we obtain the accuracy of 91.39% (Sensitivity=100% Specificity=82.S0%). As seen,
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ResNetl52V2 performed best on CXR dataset, while InceptionV3 was the lowest performance. Directly
compared to InceptionV3, ResNet152V2's diagnosis produces significantly superior outcomes. The
outcome may be accounted for by the fact that classifiers need to fit data more precisely using
convolutional layers. The ResNet152V2 including RMI obtains the accuracy of 98.77%
(Sensitivity=100% Specificity=98.02%), while InceptionV3 including RMI obtains the accuracy of
93.44% (Sensitivity=92.86% Specificity=93.44%).

Table1. Comparisonof classificationperformances

Original RMI
Mudd ILayu

Accumcy Smsitirity Specficit1 ACCIlTIK] Sttuitivit] Sptcifidty

ResNetl52V2 565 92.21 100 90 98.77 100 98.02

InceptionV3 312 91.39 100 82.5 93.44 92.86 91.09

3.2. Experiment2:applyRMIto enrichthe traditionalmodelsforimproveddiagnosis

In order to study the features that contribute to the goal class, the regression mutual information of
each feature set was calculated, and the source picture for each feature was selected. The RMI scores
were measured through calculating the regression mutual information. The feature set corresponding in
top-5 RMI scores were obtained the final features. Table 2 summarizes the number of trainable features
from different models (original vs. RMI).

Table2. the number of trainablefeaturefromdifferentmodels (originalvs.RMI)

Mudd
The number offeature Acancy

%Reduction
Origiul RM1 Origiul RM1
2,048 245 88.00% 92.21% 98.77%
2,048 320 84.37% 91.39% 93.44%

ResNetl52V2
InceptionV3

Table 2 showed that two original models used 2,048 features, while RMI ResNet152V2 used 245
and RMI InceptionV3 used 320, respectively. The reduction contributes 88% of RMI ResNet152V2
and 84.37% of InceptionV3. In addition, RMI not only reduce trainable feature but also improve the
accuracy of COVID-19 diagnosis.

3.3. COVID-19predictionsandexplanations

The interpretation of features is important not only for the explanation but also for the
confirmation of the diagnosis. The important areas assist physician in using their interpretive abilities to
diagnose patients more quickly and accurately [27]. Based on the locations where the activation maps
overlay the original image, the Significant features can be found.

As seen in Fig. 7, the feature map including RMI generated by ResNet152V2 are more accurate than
InceptionV3. The rationale is that ResNetl52V2 with RMI emphasizes joined features more specifically
than specific components. When highlights regions much more precisely, it provides more human­
interpretable explanations.
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(a) (b) (c)

Fig. 7. The regionsof someCOVID-19caseswithin the lungsare localized.(a) OriginalCOVID-19CXR image
(b) criticalregionsfromResNet and (c) criticalregionsfrom InceptionV3

The confusion matrix of the best model performance is shown in Fig. 8. Table 3 demonstrates that
the majority of samples are correctly identified using the original ResNet152V2 with 0.93, 0.92, and
0.92, respectively. For the RMI ResNet152V2 is even slightly higher, yielding 0.94, 0.93, and 0.92,
respectively.

"'"

..
Fig. 8. The confusionmatrix ofRMI ResNet152V2

Table 3. Most samplesare accuratelyclassifiedwith respectto precision,recall,and F1 scores.

Model Precision Recall Fl
Original ResNet152V2

RMI ResNet152V2

0.93

0.94

0.92

0.93

0.92

0.92

The positive predictive value (PPV) was established based on these findings to predict whether
infected individuals would be diagnosed as positive. Only five of the 224 COVID-19 patient samples in
our test set were incorrectly identified as pneumonia, yielding a PPV for COVID-19 cases of 97.76
percent, significantly surpassing a comparable technique [27], [28]. To provide a clearer picture in both
the original and RMI scenario, we also report the class-specificmeasurements in Table 4.
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Table4. Class-specificclassificationresults

Original ResNetl52V2 RMI ResNet152V2
Model

Precision Recall F1 Precision Recall Fl
Normal 0.91 1 0.95 0.90 0.95

Pneumonia 0.90 0.91 0.90 0.90 0.91 0.90

COVID-19 1 0.81 0.90 0.81 0.90

4. Conclusion
This study proposed RMI-DeepCNN to predict COVID-19 based on CXR pictures in this research.

On the basis of CXR pictures, two pre-trained models, ResNet152V2 and InceptionV3, were used to
predict normal, viral pneumonia, and COVID-19. The best model is RMI-ResNet152V2, which achieves
an accuracy of 98.77% (Sensitivity: 100%; Specificity: 98.02%). According to evaluation results, our
method outperforms a recent method in with a PPV of 97.76% and recall of81 %. Based on our results,
RMI -DeepCNN provides the following proof based on the experiments and findings: First, expanding
the feature selection method can still perform better than using only the original features even when a
general strategy does not. Second, since precise diagnosis is crucial, models with many trainable
parameters and a deeper layer of training can produce correct predictions during inference time. The
chosen subset of all features utilizing RMI may be a particular strategy. There are some limitations in
this study. First, CXR images for COVID-19 infection cases is insufficient to avoid the overfitting for
our models. Second, the diagnoses and localization were not compared accuracieswith the radiologists.
In future, we intend to overcome these limitations.
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